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Abstract–Accurate depiction of meteorological conditions, especially within the planetary 
boundary layer (PBL), is essential for fog forecasting. This study examines the sensitivity 
of the performance of the Weather Research and Forecast (WRF) model to the use of four 
different PBL schemes [Yonsei University (YSU), asymmetric convective model version 2 
(ACM2), quasinormal scale elimination (QNSE), and Mellor-Yamada-Nakanishi-Niino 
version 3.0 (MYNN3)]. For this case study we have taken the fog event occurred in 
November 23-24, 2020. Surface observed temperature and relative humidity, furthermore, 
sounding data are compared with the output of the 36 hours, high-resolution weather 
forecast. The horizontal extension of the simulated fog is compared with satellite 
observations. The visibility is calculated from the prognostic variables of drop number 
concentration and mixing ratio. The simulated visibility and fog duration are validated by 
the visibility and fog duration evaluated by ceilometer observations. Validation of 
thermodynamical values such as 2-m temperature and relative humidity reveals, that during 
most of the simulation time, the bias is significant between the simulated and observed 
data. Results show that the PBL parameterization scheme significantly impacts fog 
microphysics also. The QNSE scheme results in unrealistic early formation of the fog, and 
too large liquid water content. YSU and ACM2 simulated the duration of fog to be rather 
short comparing with the other two PBL schemes. The best fitting with observed data is 
found in the case of MYNN3 PBL schemes.   
 
Key-words: fog, WRF, planetary boundary layer, Goddard Chemistry Aerosol Radiation 
and Transport (GOCART)  
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1. Introduction 

Fog is a boundary layer weather phenomenon with tiny droplets of water or ice 
crystals formed near-surface in a diameter range of ~2–30 µm reducing the 
horizontal visibility in the atmosphere near the surface less than 1 km (Gultepe et 
al., 2007). Fog is one of the significant weather hazards that affects aviation, road 
transportation, economy, and public health worldwide. However, very few studies 
were carried out to understand the fog characteristics over Hungary. Cséplő et al., 
2019 investigated fog climatology and long-term trends in Hungary.  

Forecasting of fog remains a challenge because of diversity of processes 
including the drop formation on submicron size aerosol particles, turbulence, 
radiation, and soil effects. Although researchers carried out multiple field 
experiments and contributed progress in understanding fog processes, 
uncertainties remain in the physical mechanisms driving the fog variability. 
Noteworthy studies include campaigns in the Po Valley in Italy (Fuzzi et al., 
1998), Paris fog in France (Haeffelin et al., 2010), and winter fog experiments 
over New Delhi (Ghude et al., 2017).  

However, numerical models were also used to study fog to fill the 
inconsistencies between observational challenges. Conventional empirical 
models/techniques are not uncommonly accurate in the case of fog forecasting, 
and mesoscale weather prediction models could not yet adequately be developed 
for predicting fog and visibility conditions near the surface. There are many 
models available to simulate the weather, such as the U.S. Rapid Update Cycle 
(RUC) model (Benjamin et al., 2004), the Weather Research and Forecasting 
(WRF) model (Skamarock et al., 2008), the Consortium for Small Scale Modeling 
(COSMO) (Rockel et al., 2008), the Japan Meteorological Agency Non-
Hydrostatic Model (JMA-NHM) (Saito et al., 2006), and the Canadian Mesoscale 
Compressible Community (MC2) model (Benoit et al., 1997). Among all models, 
WRF is widely used to forecast the weather and also for research purposes (e.g., 
Geresdi et al., 2020; Horváth et al., 2007; Sarkadi et al., 2016).  

The WEF model has a broad spectrum of physical parameterizations 
representing the sub-scale cumulus formation, cloud microphysics, planetary 
boundary layer (PBL), atmospheric radiation, and land surface processes that 
account for the interaction between the atmosphere and the Earth's surface. The 
proposed parameterization options in WRF range from basic to more subtle and 
computationally costly systems that are revised permanently with newly 
updated/developed model versions. Depending on the model domain, spatial 
resolution, location, and application, researchers are published different 
simulation performances using various combinations of physical schemes to 
simulate atmospheric processes (e.g., Lábó and Geresdi, 2016; Thériault et al., 
2015). A wide range of WRF communities from all over the world made several 
sensitivity tests to perform weather simulations according to their requirements 
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and areas of interest (Chaouch et al., 2017; Horváth et al., 2009; Pithani et al., 
2019a, 2018a).  

Microphysical processes play a controlling role in the evolution of fog. 
Cloud microphysics is affected by aerosol particles through initiation of the liquid 
drop and ice formation. Increase of water-soluble aerosol concentration generally 
leads to increase of droplet concentration impacting both the lifetime and the 
efficiency of the precipitation formation (Twomey, 1984). Thompson and 
Eidhammer (2014a) introduced a new updated WRF microphysics scheme which 
allowed us to consider the temporal and spatial variability of aerosol particles 
evaluated by the Goddard Chemistry Aerosol Radiation and Transport 
(GOCART) model (Chin et al., 2002; Ginoux et al., 2001). The output of 
GOCART model includes mass mixing ratio of sulfates, sea salts, organic carbon, 
dust, and black carbon data.  

The processes occur in the planetary boundary layer (hereafter PBL) 
significantly impacting the characteristics of the fog (e.g., duration, visibility). 
Our understanding about the PBL processes and their effect on the fog are still 
incomplete. In this study, sensitivity test has been performed to compare the 
results of using different PBL parameterization schemes.  

2. Data and methods 

2.1. Observations 

For this modeling experiment we have taken the fog event occurred in the morning 
of November 24, 2020 as a case study. Fig. 1 shows the EUMETSAT satellite 
image of fog covered large part of Hungary at 07:10 on November 24, 2020 local 
time. At this time, fog covered the eastern and northwestern parts of Hungary.  

The time evolution of back scatter profiles observed by ceilometer over Pécs 
and Szeged are depicted in Fig.  2. Fig.  2 shows that while at Szeged fog existed 
during morning, and before noon fog lifted up due to solar radiation, at Pécs fog 
did not formed, only low level cloud was detected at late afternoon. The vertical 
extension of the fog changed between 80 and 100 m. Satellite image also shows 
the presence and absence of fog at the observational sites of Pécs and Szeged 
(Fig. 1). 
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Fig. 1. Satellite image of fog at 07:10 CET (06:10 UTC) on Nov 24,2020. [Square and star 
symbols shows Pécs and Szeged meteorological stations, respectively.]  

 
 

 
Fig.  2. Back scatter data from Pécs (a) and Szeged (b) on Nov 24, 2020. Time is depicted 
as month-day hour (in CET). 
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Black solid lines in Fig. 3 denotes the visibility calculated from ceilometer 
backscattered data over Szeged. Colored lines depict the time evolution of 
simulated visibility (at the first model level) using different PBL schemes.  

 

Fig. 3. Calculated visibility data from ceilometer backscattered data and model simulated 
visibility over Szeged. Note: data are plotted only at Szeged, because fog was not detected 
at Pécs. Time is depicted as month-day hour (in CET). 

 

 

Fig. 4. Time evolution of the surface meteorological parameters (temperature and relative 
humidity 2 m above the surface, and wind speed at the first model level) over Pécs and 
Szeged. Vertical, dotted lines for Szeged column indicate the detected fog period. Time is 
depicted as month-day hour (in CET). 
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Fig. 4 shows the diurnal cycle of temperature, relative humidity and wind 
speed at Pécs and Szeged. Calm winds, decreasing temperature, and increasing 
relative humidity are showing favorable conditions for fog formation both at Pécs 
and Szeged. Due to measurement errors in the instruments, the relative humidity 
sensors measure up to 95%, and they usually do not reach 100% (Gultepe, 2019, 
2007). However, fog was detected only over Szeged, where visibility decreased 
sharply early morning and became as low as 200 m at 04:30 UTC, indicating the 
formation of fog. The visibility increased sharply shortly at about 09:30 UTC in 
response to increasing temperature (Fig. 3).  

2.2. Model description 

Several sensitivity experiments have been accomplished to study how the 
accuracy of fog forecast depends on planetary boundary layer (PBL) schemes 
implemented in the WRF Advanced Research Core (ARW, V4.3). The horizontal 
extension of the model domain is 800 km × 740 km with horizontal spatial 
resolution of 2 km. The domain covers the whole territory of Hungary and some 
part of Hungary’s neighbor countries Austria, Croatia, Bosnia, Serbia, Romania, 
Ukraine, and Slovakia. We use Lambert coordinate configuration with center at 
47°N and 19°W to define the domain, and 61 vertical levels (18 levels below 
1000 m and 8 levels below 100 m). The large vertical spatial resolution under 
100 m allows to properly simulate the vertical structure of the fog and to resolve 
the inversion layer formed at the top of the fog. 

Meteorological initial and boundary conditions are provided by reanalysis 
products of the European Centre for Medium-Range Weather Forecasting 
(ECMWF). ERA5 data are operational global analyses available on 0.25°×0.25° 
grids with 1 h temporal resolution. For the mesoscale simulations, the 
geographical data for the land-use and topography are obtained from the standard 
U.S. Geological Survey dataset ( 

Fig. 5). Initial conditions at 18:00 UTC on November 23, 2020 are selected 
for simulation of the fog. 

The following parameterization schemes are set to simulate the different 
physical processes: (i) the rapid radiative transfer model (RRMTG) for both 
longwave radiation and shortwave radiation (Iacono et al., 2008); (ii) the 
Thompson aerosol aware two-moment bulk scheme for microphysics (Thompson 
and Eidhammer, 2014b), (iii) Noah land surface scheme to simulate the impact of 
the soil and land use (Chen and Dudhia, 2001). The advantage of the Thompson 
scheme (Thompson and Eidhammer (2014b), compared with other bulk 
microphysics schemes, is that it able to take into consideration the spatial and 
temporal variability of the concentration of aerosol particles impacting both the 
drop and ice formation. This microphysics scheme allows us to evaluate not only 
the liquid water content (hereafter LWC), but the number concentration of liquid 
drops explicitly as well.  The calculation of prognostic variable of number 
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concentration of liquid drops not only results in more reliable forecast for the fog 
formation, but also improve the accuracy of the evaluation of the visibility. 

 
 

 
Fig. 5. Topography of WRF model domain with observational sites (square indicates Pécs 
and star indicates Szeged). 
 
 
The PBL schemes and surface layer (SFC) formulations are set to be 

different in each experiment. PBL schemes parameterize turbulent vertical fluxes 
of heat, momentum, and components like moisture in the PBL. Because some of 
PBL schemes are suggested tightly coupled to particular surface layer schemes in 
WRF, it is not possible to have a common surface layer scheme for all 
experiments. In this case study, we utilized four PBL schemes, MYNN3.0 
(Nakanishi and Niino, 2006), YSU (Hong et al., 2006), QNSE (Sukoriansky et al., 
2005), and ACM2 (Pleim, 2007). The considered four PBL schemes and the 
coupled surface schemes are given in Table 1. Cohen et al., 2015 asserted that 
MYNN3.0 was reasonably good at the simulation of radiation fog development. 
The YSU scheme enhances mixing in the stable boundary layer by increasing the 
critical bulk Richardson number from 0 to 0.25 over land (Chen et al., 2020). The 
ACM2 scheme (Pleim, 2007) was elaborated to improve the shape of vertical 
profiles of temperature and dew point temperature near the surface. Both nonlocal 
schemes (YSU & ACM2) may result in strong vertical mixing, sometimes drier 
and warmer daytime PBLs. In the local scheme, the eddy diffusivity is determined 
independently at each point grid point, based on local vertical gradients of wind 
and potential temperature. The nonlocal scheme determines an eddy diffusivity 
profile based on a diagnosed boundary layer height and a turbulent vertical scale 
(Mihailovic, 2006). 
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Table 1. WRF model configuration and initial conditions 

Test Model specification 

Initial boundary conditions WRF-ECMWF 

Model domain and resolution 400 × 370 grid points (2 km) 

Land use and land category USGS 

Vertical resolution 61 vertical levels (18 levels below 1000 m and 8 levels 
below 100 m) 

Radiation scheme (LW & SW) RRTMG 

Microphysics scheme Aerosol-aware Thompson scheme 

Land surface physics Noah-mp land surface model 

PBL & Surface layer physics 1. YSU and MM5 (Monin-Obukhov scheme) 
2. Eddy-diffusivity mass flux (QNSE) and QNSE. 
3. MYNN3 and MYNN  
4. ACM2 and Pleim-Xiu 

Spin up 4 hours (model initialized at 18:00 hour UTC) 

 
 
 
 
Detailed descriptions of PBL schemes are given in the following sections. 

2.2.1. YSU 

The YSU scheme is a first-order nonlocal closure scheme (Hong et al., 2006). It 
utilizes a turbulence diffusion equation to derive prognostic flux variables within 
the mixed layer based on an eddy diffusivity coefficient and a counter gradient 
correction term. The counter gradient correction term accounts for the contribution 
of the large-scale eddies to the total flux. In the YSU scheme, entrainment is 
explicitly parameterized through an additional term in the turbulence diffusion 
equation. The scheme calculates the PBL height by considering bulk Richardson 
number (RiB) values calculated from the surface. Also, the YSU scheme is more 
effective at representing deep vertical mixing in buoyancy-driven PBLs with 
shallower mixing in strong-wind regimes (Hong et al., 2006). Also, it has been 
found that the depth of the PBL is overestimated for springtime deep convective 
environments, resulting in too much dry air near the surface and underestimation 
of convective available potential energy in the mixed layer.  
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2.2.2. ACM2 

The asymmetrical convective model version 2 (ACM2) scheme   is a first-order 
closure scheme (Pleim, 2007). It is a hybrid local - nonlocal closure scheme. In 
the ACM2 scheme, the upward fluxes from the surface interact with each layer to 
account for convective plumes emanating from the surface. On the other hand, the 
downward fluxes only interact between the adjacent layers. Eddy diffusion is 
treated locally for both upward and downward fluxes. The scheme utilizes only 
the local mixing for upward, and downward mixing for stable/neutral flow 
regimes. In ACM2, the calculation of the PBL height is based on the bulk 
Richardson number (RiB). It is determined as the height where the RiB calculated 
above the neutral buoyancy level is greater than a critical RiB value of 0.25. Pleim 
(2007a) indicated that the profile of potential temperature and velocity through 
the PBL are depicted with greater accuracy when both local and nonlocal 
viewpoints are considered regarding vertical mixing (ACM2); Pleim (2007) 
further validated the use of the ACM2 scheme owing to its support of PBL heights 
similar to those based on afternoon wind profiler data from radar. However, 
Coniglio (2012) reported that the scheme produces PBLs were too deep in the 
evening compared to sounding data.  

2.2.3. QNSE 

The quasi-normal scale elimination (QNSE) scheme is a 1.5-order local closure 
scheme (Sukoriansky et al., 2005). It is a spectral model designed for turbulent 
flows characterized by stable stratification. The scheme involves a quasi-Gaussian 
mapping of the velocity and temperature fields to account for wave phenomena 
in stable boundary layers. A stratification scale-dependent elimination algorithm 
explicitly accounts for the combined effect of turbulence and internal waves. As 
stratification increases, energy is accumulated in the horizontal flow components 
at the expense of the energy for the vertical flow components. The scheme 
calculates the PBL height as the height at which the TKE profile decreases to a 
value of 0.01 m2 s-2. The scheme provides realistic depiction of potential 
temperature profiles, PBL height, and kinematic profiles based on observational 
data and corresponding large eddy simulations (Cohen et al., 2015) for its 
designed environment (stable conditions). However, in the case of the less-stable 
PBL, QNSE depicts too cool, moist, and shallow PBL in the case of springtime 
convective environments. 

2.2.4. MYNN 

The Mellor-Yamada-Nakanishi-Niino Level 3 (MYNN) scheme is a second-order 
local closure scheme (Nakanishi and Niino, 2006). In the MYNN3 scheme, 
equations for stability and mixing length are based on the results of large eddy 
simulations rather than on observations. Compared with older versions (MJY, 
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MYNN2.5), MYNN3 more accurately portrays deeper mixed layers and 
reasonably depicts statically stable boundary layer simulations supporting 
radiation fog development (Nakanishi and Niino, 2006). However, just like the 
other local closure schemes, it still may not fully account for deeper vertical 
mixing associated with larger eddies and associated counter gradient flux 
correction terms (Cohen et al., 2015). 

The above sections reveal the major advantages and disadvantages of four 
different PBL schemes.  Further detailed information about all applied PBL 
schemes can be found in the following papers: Chaouch et al., 2017; Cohen et al., 
2015; García-Díez et al., 2013; Hu et al., 2010; Pithani et al., 2019a. 

3. Results 

3.1. Analysis of the model data  

Model (1st level) corresponding grid point 2 m temperature (hereafter T2) is 
evaluated for comparison with observation data measured at Pécs and Szeged 
locations (Fig. 6).  
 

 
Fig. 6. Time evolution of observed and simulated 2 m temperature and relative humidity 
weather stations of Pécs and Szeged. Black lines denote the observed values, colored lines 
correspond to the different PBL schemes (see the legend in (d)). Time is depicted as month-
day hour (in CET). 
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It was found, that the simulated T2 suffers from substantial warm and cold 
bias during most of the simulated time period (approximately 3–5 ºC; Fig. 6) 
independently of the applied PBL scheme. However, fog event was noticed in 
Szeged on November 24, 2020 between 04:30 – 09:30 UTC, and no fog event was 
noticed at the Pécs weather station (Fig.  2). Comparison of the observed and 
simulated time profiles of temperature (Figs. 6a and 6c) shows that the 
temperature was underestimated during middle nights by numerical simulation 
(independently of the applied PBL schemes), and it was overestimated during 
afternoon time at both Pécs and Szeged locations. However, all PBL schemes 
simulated well the change of the temperature during morning time, and the 
MYNN3 scheme was slightly better than others throughout the simulation period. 
While the calculated relative humidity was near to 100% during almost the whole 
simulated time period, the observed RH never reached this maximum value (note 
the observation error about RH). However, the decrease of simulated RH starts 
earlier, and it is steeper than the observed one.  

 
 

 

Fig. 7. Heat map of error statistics for the PBL sensitivity simulations over Pécs and Szeged 
for the observed fog period (see the vertical dashed line in Fig. 6). P-MAE indicates the 
mean absolute error over Pécs and P-RMSE indicates root mean square error over Pécs. 
S-MAE indicates the mean absolute error over Szeged and P-RMSE indicates root mean 
square error over Szeged.  
 
 
 
Fig. 7 shows the heatmap of calculated error statistics for the PBL 

sensitivities for the simulation of the fog period at Szeged and Pécs to reveal the 
performance of the model with each PBL and to identify the better performing 
schemes. Fig. 7 gives the mean absolute error (MAE) and root mean square error 
(RMSE) statistics for temperature, wind speed, and relative humidity at Pécs and 
Szeged. ACM2 PBL scheme produced comparatively better MAE and RMSE 
values for the temperature at both locations (Pécs: 0.94 and 1.54 °C, Szeged: 0.2 
and 0.85 °C) during the fog period. YSU scheme shows the largest of temperature 
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bias, and it results in the largest mean absolute error and root mean square error. 
In the case of relative humidity, ACM2 gave better result only with MAE and 
RMSE over Pécs, but YSU scheme has low MAE and QNSE has low RMSE value 
over Szeged. For wind speed, ACM2 has low MAE, and MYNN3 has low RMSE 
values over Pécs, and QNSE has low MAE and RMSE values in Szeged. The best 
fitting between the observed and simulated temperature and relative humidity 
occurs in the case of MYNN3 scheme.  

 

 

Fig. 8. Vertical profile of temperature and relative humidity before (a, d), during (b, e), and 
after (c, f) the over Szeged.   
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Fig. 8 shows the vertical profile of temperature and RH in three phases of 
the fog evolution such as before fog onset (November 24, 2020, 00:00 UTC), 
during the fog (November 24, 2020 06:00 UTC) and after the fog (November 24, 
2020, 10:30 UTC) at a grid point near Szeged. In Fig. 8a, 8d, the calculated 
vertical profiles of temperature and RH are compared with sounding profiles. (The 
observed profiles are plotted only in Fig. 8a, and 8d, because sounding data are 
available only at 00:00 UTC). The numerical simulation underestimates the 
temperature in the layer of 0 – ~200 m. While YSU and MYNN3 PBL schemes, 
similarly to the observed profile, result in strong inversion below 100 m from 
surface, ACM2 and QNSE PBL schemes perform inversion layer started above 
the surface. The RH is overestimated in each case in a very shallow layer of about 
50 m. The observation error can be significant when the atmosphere is near the 
saturation. 

 The applied PBL parameterization technique significantly impacts the 
vertical profiles during and after the fog. The nonlocal schemes (YSU and ACM2) 
result in shallower fog layer than the local schemes (QNSE and MYNN3). The 
layer characterized by 100% RH and altitude of the inversion layer is deeper in 
the case of the local PBL schemes than in the case of the nonlocal schemes 
(Fig. 8b and 8e). The altitude of the inversion layer should coincide 
approximately with the top of the fog. The plots about RH also support the above 
statements. During the fog event, the atmosphere is saturated near the surface, and 
the depth of the saturated layer correspond, to the altitude of inversion layer 
(Fig. 8e and 8b). The difference between the local and nonlocal schemes are more 
conspicuous if the RH profiles are compared in Fig. 8f.  

3.2. Liquid water content (LWC)  

The processes occur in PBL affect not only the dynamics and thermodynamics of 
the atmosphere, but also impact the fog microphysics. The most important 
characteristic of the fog is the amount of the condensed vapor that is the liquid 
water content (hereafter LWC). In this section the results about the sensitivity of 
the amount of LWC on the applied PBL schemes are presented. The objective is 
to determine which PBL scheme is able to simulate more accurately the 
characteristics (e.g., duration, visibility) of the fog.  

Fig.  9 and Fig. 10 show the PBL sensitivity results of simulated time series 
of the vertical profile of LWC at the grid points near the location of the 
observation at Pécs and Szeged. These plots clearly correspond to the back scatter 
data (Fig.  2). Over Pécs, both the observation and the numerical simulation 
exclude the fog formation during morning on November 24. At the location of 
Szeged, the WRF simulations with each PBL scheme produce fog during the early 
morning on November 24. The simulated onset time of the fog is not accurate 
comparing with the ceilometer data, and all the PBL schemes produced early fog 
onset at the first level of the model (Fig. 3 and Fig. 10). YSU and ACM2 schemes 
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produced less amount of LWC at fog onset (04:30 UTC). QNSE and MYNN3 
schemes produced significantly high amount of LWC at fog onset (04:30 UTC), 
and it is corresponding to low visibility (Fig. 3). However, numerical models 
forecast significantly earlier dissipation of the fog. The different PBL schemes 
result in fog with different lifetimes, LWCs, and thicknesses. YSU and ACM2 
schemes simulate significantly smaller LWC compared to QNSE and MYNN3 
schemes. The faster dissipation of the fog in the case of YSU and ACM2 schemes 
can be explained by the fact, that these schemes are characterized by producing 
warmer and drier daytime in the PBL (Cohen et al., 2015). QNSE scheme seems 
to overestimate both the LWC and the duration of the fog, as it depicts too cool, 
moist shallow PBL for simulations (Cohen et al., 2015; Sukoriansky et al., 2005). 
Our results support the results published by Nakanishi and Niino (2006), that 
MYNN3 PBL scheme reasonably depicts the formation of the statically stable 
boundary layer, which contributes to the reliable simulations of radiation fog. The 
LWC are integrated for the entire model domain (below 1000 m height) to analyze 
the impact of the different PBL schemes on the drop formation. Fig. 11 shows the 
histograms about the frequency of the LWC for different ranges of mixing ratios 
at the simulation time of November 24, 2020, 06:00 UTC. The height of the 
columns means the integrated LWC over the domain at each range of the mixing 
ratio. The most evident characteristics of the histograms that the QNSE scheme 
produces significantly larger amount of LWC in the last three ranges than the three 
other PBL schemes, and the MYNN3 scheme results in more liquid drops at the 
smaller ranges and less liquid in the larger ranges. 
 

 
Fig.  9. Time series of the vertical profile of LWC over Pécs in case of the four different 
PBL schemes. Time is depicted as month-day hour (in CET). 
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Fig. 10. Time series of the vertical profile of LWC over Szeged in the case of the four 
different PBL schemes. Time is depicted as month-day hour (in CET). 

 

 

 

 
Fig. 11. Histograms of the domain integrated LWC at different ranges at the simulation 
time of November 24, 2020, 06:00 UTC (approximately at the middle of the fog period). 
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Fig12 shows the spatial distribution of LWC at the first level of the model in the 
case of the different PBL schemes at November 24, 2020, 06:00 UTC.  All the 
schemes produced LWC over a relatively large area in the eastern and 
northwestern parts of Hungary. The numerical simulation using MYNN3 PBL 
scheme gives the best agreement with the satellite observation (Fig. 1). While 
QNSE scheme produces large values of LWC and overestimate the horizontal 
extension of the fog, the YSU and ACM2 schemes underestimate the horizontal 
extension of the fog near the southern border of Hungary.  

 

Fig. 12. Spatial distribution of LWC at November 24, 2020 06:00 UTC at the altitude of 6 m. 
 
 

3.3. Visibility calculation 

The forecast of the visibility is one of the largest challenges for meteorologists. 
As it was presented above, the LWC is impacted not only by the cloud 
microphysics, but the accurate simulation of PBL processes is also required. Even 
more, although the impact of the soil or that of the radiation has not been studied 
in this research, they also play important role in the fog evolution. Another issue 
is that the visibility can be evaluated accurately if the size distribution of the drops 
in the fog is available. Unfortunately, the implementation of a bin microphysical 
scheme in the operational weather forecast numerical model is not an option. So, 
a parameterized formula should be applied to estimate the visibility.  Two-
moment bulk microphysical schemes, which predict both the number 
concentration of liquid drops and LWC, allow a more sophisticated evaluation of 
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the visibility than the one-moment schemes (they forecast only the LWC). 
Gultepe et al. (2006) asserted that the evaluation of visibility without taking into 
consideration of the variability in drop concentration could cause 50% uncertainty 
in the estimation of the visibility. In this study we calculate visibility by 
substituting the forecasted LWC and drop concentration in the equation as follows 
(Song et al., 2019): 
 

 ( )0.52
0.511

d

Vis
LWC N

=
× , (1) 

 
where Nd is the drop concentration. Fig. 13 shows the calculated ground (first 
model) level spatial visibility at November 24, 2020, 06:00 UTC. It has to be 
noticed, that the spatial distribution is corresponded with the satellite image.  

 

Fig. 13. Spatial distribution of visibility over 6 m height (first model level) at November 
24, 2020. 06:00 UTC. 

 

Fig. 3 shows the time evolution of the observed and simulated visibility. All 
PBL schemes results in early onset of fog (Fig. 3), even more, QNSE scheme 
produced visibility less than 200 m at model fog onset and started to increase the 
visibility at fog onset observed. Both nonlocal schemes (YSU and ACM2) 
produced visibility greater than 500 m at model fog onset which started to 
decrease significantly after fog onset observed. Among all PBL schemes MYNN3 
results in significant decrease of visibility slightly before the observed fog onset 
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(04:30 UTC) and maintained low visibility until the hours of the fog, resulting in 
earlier dissipation comparing with other observations (Fig. 3).  

4. Discussion and conclusion  

The main aim of this study was to better understand the capability of the WRF 
model to simulate the fog lifecycle for an extremely fog event that occurred in the 
time period of 04:30 UTC - 09:30 UTC on November 24, 2020. Detailed PBL 
sensitivity experiments have been accomplished by using numerical mesoscale 
model (WRF) to understand the model ability for fog prediction. A novel 
microphysical module, the GOCART–Thompson scheme, was implemented into 
WRF-ARW to couple the GOCART aerosol model to the aerosol-aware 
Thompson–Eidhammer microphysics scheme (Thompson and Eidhammer, 2014). 
The results of four different PBL schemes have been compared. These schemes 
involve different parameterizations for the turbulence which contributes to the 
mixing of heat and moisture. The model data are compared with observational 
data such as surface temperature, backscatter data from ceilometer measured at 
two locations, Pécs and Szeged, furthermore, with radio sounding data at Szeged. 
In agreement with the observations the numerical models, independently off the 
applied PBL schemes, provide fog at Szeged, do not provide fog at Pécs. Strong 
impact of the boundary layer processes on fog microphysics is proved by 
comparing the LWC calculated by using different PBL schemes. Unfortunately, 
observation data on the LWC is not available for this fog event. So, comparison 
of the satellite observations and the visibility data (it depends on both the drop 
concentration and LWC) with the model results, allows us to validate the 
simulated values. The QNSE results in unrealistic such as early fog formation, 
high amount of LWC and underestimated visibility at fog onset. The numerical 
models are not able to forecast the duration (too early onset and early dissipation) 
of the fog, independently which PBL schemes are used (Fig. 4g). Fig. 4g shows 
that all the PBL schemes are simulated early onset fog over Szeged, and indicates 
that no particular scheme is suitable fog forecasting. Based on our simulations, 
previous publications (Pithani et al., 2019b, 2018b; Smith et al., 2021) and the 
calculated characteristics, the MYNN3 scheme is suggested to use for the 
numerical forecast of the fog.   

Thermodynamics and dynamics occur in PBL play fundamental role in fog 
formation. In this research, a sensitivity test was accomplished to study how the 
parameterization of PBL processes impact the accuracy of fog forecast.  

The conclusions of the PBL sensitivity experiment are as follows: 

• The parameterization of the PBL schemes significantly impacts the fog 
microphysics, especially the amount of LWC. While the QNSE scheme 
results in unrealistic early formation of the fog (and too large LWC), the 
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duration of the fog is rather short if the nonlocal schemes (YSU and ACM2) 
are applied. Although even the MYNN3 scheme results in too early 
dissipation of the fog, the results suggest that the MYNN3 scheme is well 
suitable for fog prediction over Hungary.  

• Unfortunately, all the simulation results (independently of the applied PBL 
scheme) show, that the dissipation of the fog starts too early (Pithani et al., 
2019c, 2018b).  The reason of this is not known. Because not only PBL 
processes, but the interaction between the atmosphere and the soil, and the 
effect of the radiation can be also decisive, further research is required to 
solve this problem. 
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