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Abstract— This research aims to evaluate a quantitative comparison of the visibilities 
detected by three different methods: (i) human eye-based observations; (ii) calculated from 
the measured values of forward scatter visibility sensor; and (iii) evaluated from 
ceilometer’s vertical backscattering profiles. Visibility data observed at two meteorological 
stations, Pestszentl rinc and Szeged (Hungary) were analyzed. The paper focuses on the 
fog events observed during the periods of October-December in 2019 and November 21-
24 in 2020. The results reveal that the visibility observed by the three methods can be 
significantly different. Comparison of the values of visibility detected by the three different 
techniques shows, that visibility evaluated from the ceilometer data is the largest, and the 
human eye-based observation detects the smallest values. Analysis of the data about fog 
detection (yes or no) reveals that the ceilometer detects significantly shorter duration of the 
fog than the other two methods. 
 
Key-words: visibility, ceilometer, fog, present weather sensor, human-eye based 
observation 
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1. Introduction 

Visibility has a direct and indirect effect on our everyday life. It significantly 
influences the safety of transport (road traffic, aviation, shipping, etc.) (Wang et 
al., 2017; Shepard, 1996) and human health (Hameed et al., 2000) as well. 
Visibility is impacted by meteorological parameters, e.g., relative humidity, 
temperature, and wind speed (Zhao et al., 2013). Thus, through measurement of 
visibility, conclusions may be derived for the atmospheric circumstances. 

Visibility is usually observed by human-eye observation or sensors that are 
based on different optical principles, e.g., light transmission, and forward 
scattering (transmissometers and forward scatter sensors) (Chan, 2016). Because 
visibility depends on the backscattering of light, it can be determined by a 
ceilometer (Taillade et al., 2008; Czarnecki et al., 2014). 

Kim (2018) compared the visibility values detected by human eye-based, 
image-based, and optical-based methods. While the human eye-based and optical-
based measurements were performed at the Seoul Meteorological Observatory, 
the image-based measurements occurred about 3 km northwest of the observatory. 
The author asserted that the calculated image-based visual range agreed better 
with the human eye-based visual range than that detected by the optical-based 
meteorological optical range (hereafter MOR) sensor. Cheng et al. (2018) 
emphasized that the worldwide used optical measurement techniques had several 
limitations, thus alternative methods for determining atmospheric visibility are 
needed. The authors implemented a novel algorithm to test the accuracy of 
visibility data measured by a vision-based method (video surveillance cameras). 
They concluded that the “variation approach provides an effective and efficient 
framework for real-time atmospheric visibility estimation” (Cheng et al., 2018). 
Wang et al. (2014) suggested a new Digital Photography Visiometer System 
(DPVS) for automatic visibility determination which operates in the same way as 
the human eye-based method (hereafter HEM) and could replace them in any kind 
of weather conditions. They compared the data detected by DPVS with a forward 
scattering visibility instrument (FD12), and manual observations in heavy rainfall, 
even- and uneven rainfall, non-rainy and foggy conditions. They concluded that 
during heavy rainfall events, visibility is negatively correlated to the intensity of 
the precipitation. During even- and uneven rainfall events, the visibility values 
detected by manual observation and DPVS agreed well. However, the visibility 
detected by the forward scatter meter was smaller, and the variability of its values 
was significantly larger. In the case of non-rainy (or clear) conditions, the 
visibility values detected by each of the three methods agreed well. In foggy 
conditions, the bias between the values was small. They found that comparing 
values detected by the forward scatter meter and DPVS to that observed by the 
HEM during e.g., rainy conditions, the DPVS gives more accurate visibility 
values, while the forward scatter meter seems to be less accurate. 
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As ceilometers can be operated during any kind of weather conditions and 
both daytime and nighttime, these devices give continuous information about the 
vertical profile of the atmosphere. Based on these properties, ceilometers can be 
efficiently used as tools for automated mixing height measurements, for the 
estimation of in situ PM10 concentrations (Münkel et al., 2006), surface PM2.5 
concentrations even during cloudy and nighttime conditions (Li et al., 2017), and 
also for the monitoring of diurnal, seasonal, and vertical changes of aerosol layers 
(Muñoz et al., 2012). Furthermore, ceilometers have been implemented in the fog 
alert systems (Haeffelin et al., 2016) and in skyglow simulations (Kolláth et al., 
2020). 

Continuously working ceilometer CHM15k systems are already deployed 
over 11 places in Hungary. Integrating them to the current visibility measuring 
systems does not require further investment, and it would spatially improve the 
availability of visibility data. Utilizing them to evaluate visibility would fit in the 
global trend to rely more on automated systems over human observers.  

Molnar et al. (2008) elaborated the spatial distribution of visibility observed 
in 1996 and 2002 in Hungary. They found that the annual average visibility was 
4 km larger in 2002 than in 1996. The regional variability is ambiguous: while in 
the northern and western parts of the country the increase of visibility was larger 
than the average, in the central region (mainly the Great Hungarian Plain) the 
increase of the visibility was smaller This difference stems from that fact that 
while in the northern and western parts of the country the visibility reduction is 
the consequence of the industrial emission, in the Great Hungarian Plain the dust 
particles emitted from the sandy soil reduces the visibility. The reduction of the 
industrial emission at the end of the last century must have resulted in significant 
increase of the visibility. 

In this study, horizontal visibility was calculated from ceilometer data based 
on the Koschmieder formula and the Klett-Fernald algorithm. This visibility data 
was compared with that observed by the human eye and present weather-visibility 
sensors. Data observed during 39 foggy events (when the visibility detected by 
any of the methods is less than 1000 m) occurred at two locations were analyzed 
to characterize the differences between the three methodologies. Furthermore,  
2 cases were chosen to make a more detailed analysis. Section 2 describes the 
visibility measurement methods, the calculation from ceilometer data, and the 
selected cases. Section 3 presents the results, and summary of the paper is given 
in Section 4. 

2. Data and methods 

The Hungarian Meteorological Service (hereafter HungaroMet) operates the 
national meteorological measurement network. In this network, regular human 
eye-based visibility observations are carried out at 14 meteorological stations and 
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3 air force bases. Trained observers estimate the horizontal visibility values based 
on the regulations of the WMO (WMO, 2021). The observation methods in these 
stations are either human eye-based or remote sensing including the data of 
forward scatter meters, disdrometers, and/or sky cameras installed at the stations.  

Few stations (including the Marczell György Main Observatory in Budapest 
and the Upper Air Observatory in Szeged) are equipped with the PWD22 (Vaisala, 
Finland) Present Weather Detector and Visibility Sensor (henceforth: PWVS) 
which is designed to observe the horizontal visibility within a range from 10 to 
20,000 meters. The device operates by the right of the forward scatter principle. 
Both the emitter and receiver units are tilted down at a 45° angle. The scattering 
of emitted light depends on its wavelength and the size of the drops. The intensity 
of the forward scattered light is proportional to the number concentration of the 
particles. Because the droplet size in the fog is significantly smaller than the size 
of the precipitating hydrometeors, this instrument can distinguish the fog from the 
falling precipitation (and even more types of precipitation can be determined, such 
as snow or freezing rain). Besides visibility and precipitation type, the intensity 
of precipitation is also measured. 

CHM15k Nimbus ceilometers (Lufft, Germany) are installed at four 
meteorological stations in the Hungaromet network: Marczell György Main 
Observatory in Pestszentl rinc, Upper Air Observatory in Szeged, Storm Warning 
Observatory in Siófok, and the meteorological station at the University of Pécs. 
The wavelength of the radiation emitted by the CHM15k Nimbus ceilometers is 
1.064 μm (User Manual CHM 15k.). 

In this study visibility values retrieved by three different methods are 
compared: 1) human eye-based observations, 2) visibility values from forward 
scatter visibility sensor (PWVS), and 3) visibility values calculated from the 
backscatter profile of ceilometer measurements. To the authors’ knowledge, the 
observers can utilize data from sky cameras or PWVS in the HEM. Therefore, 
HEM and PWVS may not be independent. 

Due to the low number of ceilometers in the network, visibility data observed 
at two Hungarian meteorological stations (Pestszentl rinc and Szeged) were 
selected for comparison. At these two stations, the selected optical-based sensors 
and regular human eye-based visibility observations are available.  

The vertical profile of the backscattered energy assessed by a ceilometer was 
used to evaluate the visibility. The evaluation of visibility based on the 
Koschmieder formula (Larson and Cass, 1989): 

 
  =  .  , (1) 

where ext is the extinction coefficient. The vertical profile of the extinction 
coefficient and the mean extinction coefficient of the column at a given time were 
evaluated by the Klett-Fernald algorithm (Werner et al., 2006; 28902-1:2012 ISO 
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standard) implemented in MATLAB R2020b. For this evaluation, the following 
conditions were set: 

1. Due to the attenuation of the beam, ceilometers cannot detect the upper part 
of the fog (Nowak et al., 2008). Therefore, negative backscatter values can 
appear. These values cannot be incorporated into the calculations, thus they 
are treated as NaN.  

2. If the sky condition index of the ceilometer indicates fog, but the column 
contains less than 10 non-NaN values due to the attenuation of the beam, 
that indicates a rather dense fog. In those cases the mean of the extinction 
coefficient for the column is set to 0.03  

 
We hypothesize that the fog is isotropic in the surroundings of the ceilometer, thus 
the backscattered energy detected vertically (calculated from the backscatter 
profile) equals to the horizontal one (note that data near to the surface in the so-
called blind range are not available, this may also cause error in visibility 
detection). Please note that while the condition of the isotropic surroundings is 
often met, currently we cannot distinguish those cases where it fails. If the 
surrounding area was not isotropic, the evaluated visibility would not be correct.  

Fog events detected in October-December 2019 and November 2020 were 
selected for comparison. Data observed on total of 20 days at Budapest (Marczell 
György Main Observatory in Pestszentl rinc), and at Szeged (Upper Air 
Observatory) were analyzed. Furthermore, a well-observed radiation fog event on 
November 24, 2020 (Gandhi et al., 2023) was chosen for a case study (Table 1). 

 
Table 1. Days selected for data evaluation. The data observed on the day highlighted with 
bold letters are chosen for case study. 

 Pestszentl rinc Szeged 

October 2019 - 10 / 26 
November 2019 04 / 05 / 07 / 08 / 09 / 27 / 28 / 29 04/ 05 / 08 / 09 / 15 / 25 / 29 
December 2019 04 / 05 / 07 / 08 / 09 / 12 / 13 / 16 / 19 /21 03 / 05 / 06 / 07 / 08 / 09 / 10 
November 2020 23 / 24 21 / 22 / 23 / 24 
Total 20 20 

 
The visibility values evaluated from the ceilometer backscattering profile 

and the PWVS visibility data have a 1-minute temporal resolution. However, the 
frequency of human eye-based observations is only 1 hour. For the comparison of 
the data, 15-minute averages were created from the 1-minute data set, and the 1-
hour dataset was divided into sections with a duration of 15 minutes. That means 
there are 1920 elements of the dataset observed at Budapest station, and there are 
1920 elements of the dataset observed at Szeged station. 

The difference between the visibility values derived from different methods 
is quantified by plotting histograms and by evaluation of contingency tables. The 
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histograms reveal the frequency of the relative difference x between the visibilities 
evaluated by the two different methods: 

 
 = /  , (2) 

where h1 and h2 are the visibilities evaluated by method 1 and method 2, 
respectively. The histogram was normalized, the height of a bar was calculated by 
the following formula: 
 

 =  , (3) 

were n is the count of the bin, w is the width of the bin, and N is the total count. 
The bin’s width of the histogram is 0.25. The data for the evaluation of the 
histogram were involved if any of the two methods detected fog. The differences 
are plotted for the following pairs of methods: (a) PWVS – Ceilometer, (b) PWVS 
- HEM, and (c) HEM - Ceilometer.  

The reliability of simple fog detection (yes or no) is also an important 
characteristic of the fog detection methods. For the comparison of the fog 
detection, contingency tables were prepared using visibility data evaluated for 
intervals of 15 minutes. Based on the contingency table, the frequencies of fog 
detection by the different methods are compared. The critical success index 
(hereafter CSI) and bias were evaluated:  
 
  =  /(  +   +  ), (4) 

  =  ( + )/( + ), (5) 

 
where a is the number of hits (top left corner of the contingency table), b is the 
number of misses (top right corner of the contingency table), and c is the number 
of false alarms (bottom left corner of the contingency table). 

3. Results and discussion 

3.1. Comparison of PWVS and ceilometer 

Histograms in Fig.1 reveal the differences between the visibilities detected by 
different methods. The frequency of the relative differences (see Eq.(2)) for the 
comparison of the PWVS and ceilometer at the Budapest and Szeged stations are 
plotted in the first row in panels (a1) and (a2), respectively. In the case of 
Budapest (pane1 a1), the relative differences of the measured visibility vary 
between -0.50 and 1.25 and show a right-skewed pattern. That means that in most 
of the cases (the total number of cases, when any of the two methods detected fog, 
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is 358), the visibility evaluated from ceilometer data is significantly larger than that 
of observed by PWVS (274 from 358), and the visibility observed by PWVS is 
larger only about in one-third of the cases (83 from 358). The highest frequency of 
the relative difference for the visibility is between -1.25 and -0.50. However, there 
is a significantly smaller second mode, at about a relative difference of 0.75. The 
standard deviation (hereafter STD) of the dataset is 0.67. Data from Szeged (panel 
a2) show a similarly right-skewed pattern. However, the distribution is wider, 
indicated by a larger STD of 0.84 (panel a2). The relative difference of visibility 
varies between -2.00 and 1.50, and a large relative difference can be observed in a 
wider range, between -1.75 and -0.50. Similarly, to the Budapest data, there is a 
significantly smaller second mode at the positive values of the relative difference, 
at around 1.25.  
 

 
Fig. 1. Relative differences in the 15-minute average visibility values during fog on 
histograms in Budapest (1) and Szeged (2). (a) differences between PWVS and ceilometer, 
(b) differences between PWVS and HEM, and (c) differences between HEM and 
ceilometer. M is the median and  is the standard deviation. 
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Fig.2 also shows that both in Budapest (panel a) and Szeged (panel b) there 
is only a limited number of cases when the ceilometer detected fog, while PWVS 
did not. The scatter plots in Fig.2 allow us to conclude that there is no correlation 
between the visibility values evaluated by the two different methods. Scatter plots 
were created for the other two method pairs, however, valuable information 
cannot be derived from them. 

 

 
Fig. 2. Relation between visibilities, evaluated from PWVS (x-axis) and ceilometer (y-axis) 
data at Budapest (panel a) and Szeged (panel b). Gray dashed lines denote the one-to-one 
relation. 

 
 

3.2. Comparison of PWVS and HEM 

Fig.1 panels b1 and b2 show the comparison of the visibilities detected by PWVS 
and HEM in Budapest and Szeged, respectively. In Budapest, the data shows a 
single modal left-skewed distribution, where the relative differences vary between 
-1.25 and 2.00. The highest value of the peak is between 0.50 and 0.75, while 
most of the data points spawn between 0 and 1.50. A significantly smaller mode 
is around -0.75 – -0.50, which is the consequence of a limited number of cases 
(35) when the PWVS detected fog, while the HEM did not (Table 2, panel b). In 
Szeged data, there is a single modal left-skewed distribution. Compared to 
Budapest, the single peak is smaller, but it can be found in the same bin between 
0.50 and 0.75. The range where most of the data points can be found is wider 
spawning between -0.25 and 2.00. The wider distribution is also shown by the 
larger STD (0.90 compared to 0.68). Panel b of Table 2 shows that the number of 
cases when HEM detected visibility and PWVS did not is higher than vice versa. 
However, the difference is less compared to the PWVS-ceilometer comparison. 
Both the Szeged and Budapest datasets show that the visibility values observed 
by HEM is significantly smaller than the visibility detected by PWVS. 
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Table 2. Contingency tables comparing the different methods based on whether fog was 
detected or not in Budapest (first value) and Szeged (second value). (a) PWVS and 
ceilometer, (b) PWVS and HEM, and (c) HEM, and ceilometer. 

(a) PWVS \ Ceilo Detected Not detected Total 

Detected 224 | 161 120 | 168 344 | 329 

Not Detected 14 | 4 1562 | 1587 1576 | 1591 

Total 238 | 165 1682 | 1755 1920 | 1920 

 
(b) PWVS \ HEM Detected Not detected Total 

Detected 309 | 281 35 | 48 344 | 329 

Not Detected 111 | 87 1465 | 1504 1576 | 1591 

Total 420 | 368 1500 | 155 1920 | 1920 

 
(c) HEM \ Ceilo. Detected Not detected Total 

Detected 220 | 151 200 | 217 420 | 368 

Not Detected 18 | 14 1482 | 1538 1500 | 1552 

Total 238 | 165 1682 | 1755 1920 | 1920 

 

3.3. Comparison of HEM and ceilometer 

Panels c of Fig.1 show the differences in visibility between HEM and ceilometer 
in Budapest and Szeged. The data from Budapest show a single modal right-
skewed distribution, where the highest frequency is between -1.25 and -1.50, 
while most of the data can be found in the range of -2.00 – 0.50. From the peak to 
the end of the tail of the distribution, the height of the bins is gradually decreasing, 
compared to Szeged, where the transition from the peak to the tail is rather sudden. 
The highest frequency in the Szeged dataset is between -1.50 and -1.00, while 
most of the values spawn in the range of -2.00 – -0.25. The sudden decrease in the 
transition from the peak to the tail occurs at -0.25, where the frequency drops from 
0.4 to less than 0.1. The STD of the data sets are also similar (0.77 and 0.75). 
Panel c of Table2 shows that HEM detected more cases than ceilometer at those 
times when just one of the methods detected fog. To conclude, the visibility values 
observed by HEM were lower than those by the ceilometer. 

A 2×2 contingency table (Table 2) were prepared to evaluate skill scores for 
the fog detection. In this analysis, only the data about the fog detection (yes or no) 
are compared. PWVS detected 344 and 329 foggy time intervals in Budapest and 
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Szeged, respectively. HEM detected 420 and 368 foggy time intervals in Budapest 
and Szeged, respectively. Ceilometer detected 238 and 165 foggy time intervals 
in Budapest and Szeged, respectively. This means that fog was detected for the 
longest duration by HEM followed by PWVS and ceilometer at both stations. 
Accordingly, the method pair with the highest number of cases, where both 
methods detected fog is the PWVS - HEM (309 / 281), followed by the PWVS - 
ceilometer (224 / 161), and lastly the HEM - ceilometer (220 / 151). Table 3 shows 
accuracy attributes of the contingency tables. The trend of the CSI values also 
follows the previous order The largest is the PWVS – HEM (0.68 / 0.68), followed 
by the PWVS - ceilometer (0.63 | 0.48), and the smallest is the HEM – ceilometer 
(0.50 / 0.40). To conclude, during fog, the observed visibility values differ for the 
three methods. Calculated visibility from the ceilometer is usually higher than that 
of from PWVS and HEM, and visibility observed by HEM is usually the lowest. 
In most cases, the trend of the difference (whether the difference is negative or 
positive) between the two methods is well defined. This can be also shown by the 
bias. values (Table 3), where the weakest is the PWVS – HEM (0.82 | 0.89). 
However, the exact reason of the difference is unknown. 

 
Table 3. CSI and bias of the three compared method pairs. 

Budapest | Szeged PWVS – Ceilo. PWVS - HEM HEM - Ceilo 

CSI 0.63 | 0.48 0.68 | 0.68 0.50 | 0.40 

bias 1.45 | 1.99 0.82 | 0.89 1.76 | 2.23 

 

3.4. Case study 

On November 24, 2020, a radiation fog formed throughout the Carpathian Basin 
in the early hours and lasted even until late night in some regions of the country.  

Fig.3 shows the time evolution of the visibility detected by the 3 different 
methods in Budapest (panel a) and Szeged (panel b). In Budapest, the fog 
formation was detected at 03:00 UTC by all the three methods. However, in the 
case of the ceilometer, the visibility starts to rise at ~14:00 UTC and reaches 
1000 m by 15:00 UTC. Until 19:00 UTC it remains close to 1000 m, and after this 
time it indicates the dissipation of the fog due to the rising of the visibility to 
2000 m. The other two methods detected fog dissipation later, at about 
22:00 UTC. However, each of the three methods detected fog between 03:00 UTC 
and 19:00 UTC, the discrepancy for the fog detection occurs in a shorter time 
interval of 3 hours. Note, that shortly after the fog formed (after 06:00 UTC), 
when the visibility must have been the smallest, the ceilometer and HEM data 
agree well. Both methods detected visibility as small as 100 m between 08:00 and 
09:00 UTC. Later the visibility detected by the PWVS and HEM agree well, and 
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the values evaluated from ceilometer data may overestimate the visibility. In the 
dissipation phase (14:00 UTC–21:00 UTC) the largest difference between the 
visibility detected by the ceilometer and HEM has a maximum value of 900 m at 
~17:50 UTC. However, the trends of visibility evaluated by the three methods are 
similar. The sudden and significant rise of the visibility in the case of the 
ceilometer may indicate that using this method for visibility detection is not 
reasonable in cloudy or clear sky conditions. 

 
 

 
Fig. 3. Time evolution of visibility measured by PWS (solid black line), ceilometer (dashed 
blue line), and HEM (dotted purple line) in Budapest (a) and Szeged (b). 
 

 

In Szeged (panel b), the three methods do not agree well in the time period 
of fog formation, which occurs between 02:00 UTC and 05:00 UTC, while values 
detected by HEM and PWVS are relatively close to each other during this period. 
The visibility evaluated from ceilometer data is significantly larger, it decreases 
from 5000 - 6000 m to 1000 m by 2–3 hours later than the other two methods. 
However, the coincidence is better in the dissipation period, which occurred at 
around 10:00 UTC. During the fog (06:00 UTC–10:00 UTC), the visibility 
evaluated by three methods agree well. Both the ceilometer and the two other 
methods detect dense fog with visibility of about 150 m and about 100 m, 
respectively. After the dissipation phase, the visibility values from PWVS and 
HEM are close to each other, compared to that of from ceilometer, as the later is 
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constantly between 10,000–20,000 m, while the first varies between 3000–
4000 m. This also indicates, that using of the ceilometer for the visibility 
evaluation is reasonable only in foggy weather and it is not reasonable in the case 
of the elevated fog or any other cloudy conditions. 

4. Conclusion 

In this research, horizontal visibility was evaluated from the vertical 
backscattering profile of the ceilometer, calculated with the Koschmieder formula 
and the Klett-Fernald algorithm. Visibility values evaluated from the ceilometer 
data were quantitatively compared to visibility data observed by PWVS and 
HEM. 

Statistical analysis of the visibility data detected during foggy events in 
Budapest and Szeged station reveals: (i) Considering the fog detection (yes or no), 
best agreement was found between the PWVS and HEM methods (the CSI index 
is about 0.67). The largest discrepancy was found between the HEM and 
ceilometer method (the CSI index is about 0.50). That is these two methods give 
different results for the occurrence of the fog in about 50% of the data.  
(ii) Visibility values evaluated by the three variant methods can be significantly 
different. Statistical analysis of the relative differences reveals that the ceilometer 
gives the highest visibility values, followed by PWVS and HEM. (iii) The 
statistical analysis of the relative difference for the visibility and that of the 
contingency table for the fog detection disclose that the remote sensing technique 
of PWVS gives a better coincidence with the HEM than the ceilometer does.  
(iv) The results of the case study suggest that the three methods evaluate similar 
visibility in dense fog events, and even though the visibility values are different, 
the temporal trends are similar.  

The authors hypothesize that the discrepancy between the different methods 
is the consequence of the different detection techniques. In the case of the 
ceilometer, it is supposed that the fog is homogeneous around the sensor. If the 
structure of the fog is not the same in horizontal and vertical directions, the 
visibilities that characterize the two directions can be different. While the 
sampling volume is a few m3 in the case of the ceilometer, the PWVS has a rather 
small detection volume (few cm3) which can result in differences between the two 
methods if the fog is inhomogeneous (e.g., large variability in the droplet 
concentration and/or droplet size). 
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Abstract— In this study, a temporal analysis of lightning density was performed on 
lightning data obtained from the Türkiye State Meteorological Service (TSMS) for the 
period 2017–2021, with the analysis encompassing hourly, monthly, seasonal, and annual 
scales. ArcGIS version 10.4.1 was used. When the annual lightning density was evaluated 
by regions, the highest values were observed in the Inner Aegean, Marmara, Southwest 
Anatolia, Western Black Sea, and Eastern Anatolia Regions. The Central Anatolia Region 
has the lowest lightning density. Lightning density is also the highest in late spring, early 
summer when the ground temperature and, thus, instability is highest. May and June were 
determined to have the highest lightning density, whereas December, January, and 
February had the lowest lightning density. Considering lightning activity hourly, the 
highest number of lightning strikes occurred at noon, while the lowest number occurred at 
night and during the morning hours. Upon examining the relationship of lightning with 
latitude and longitude values, it was concluded that the relationship with latitude values 
was more significant and positive. Lightning changes as a function of altitude: it increases 
between 30-150 m and 500-1000 m, while it decreases between 150-500 m and above 
1000 m. 

Key-words: lightning analysis, lightning density, lightning detection network (LINET), 
convective storms, thunderstorms, Türkiye 
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1. Introduction 

The electrical discharge resulting from ascending and descending air movements 
between the ground and the atmosphere is called lightning (Ackerman and Knox, 
2015). Lightning can be defined as an electric spark of more than 1 km (Dwyer 
and Uman, 2013). Lightning usually occurs as an intercloud (IC), cloud-to-cloud 
(CC), or cloud-to-ground (CG) phenomenon (Uman, 1986; Kiçeci and Salamc  
2020). The cloud-to-cloud lightning event occurs more often than the lightning 
striking the ground (Holle and Cooper, 2016). Positively charged ice crystals 
gather at the top of the cloud, and negative charges gather at the bottom of the 
cloud. Lightning is caused by the electric current between positively and 
negatively charged regions. If electric charges inside clouds are dense enough, 
they create electric fields that can ionize the air and produce electric sparks that 
can develop into lightning flashes (Rupke, 2002; Ackerman and Knox, 2015).  

Approximately 40–100 lightning strikes the Earth's surface every second 
(Tinmaker et al., 2019). Lightning flashes originate especially from 
cumulonimbus (Cb) clouds (Rupke, 2002). Cold air and a thick layer of moisture 
are needed at the upper levels for the formation of cumulonimbus (Cb) clouds. Cb 
clouds that cause thunderstorms, occur with the warming of the ground, 
orographic elevation, and dynamic elevation in frontal systems (TSMS, 2022a). 
Lightning and rainfall are associated with severe storms that can damage 
agriculture, power grids, property, and human life (Tinmaker et al., 2017). 
Atmospheric instability, sufficient moisture content, and a lifting mechanism to 
bring the moist air parcel to the level of free convection are the necessary elements 
for the development of lightning and thunderstorms (Tinmaker et al., 2010; 
Öztopal, 2017). 

Lightning is affected by numerous meteorological variables and is very 
sensitive to changes in surface temperature. As it can be seen in the studies, there 
is a positive correlation between lightning activity and surface temperature 
(Williams, 2005). The temperature difference formed due to cold air masses on 
hot land surfaces increases instability and causes deep convection (Galanaki et 
al., 2018). Hence, lightning density on land is higher during the summer months 
and at noon and evening when the ground temperature is high (Pinto and Pinto 
Jr., 2003; Holle and Cooper, 2016). 

Although the lightning event has generally been observed on land, it also 
occurs in seas, oceans, and coastal areas (Turman and Edgar, 1982; Orville and 
Henderson, 1986). Convection on land is deeper and stronger than convection in 
the sea, since the land surface warms faster than oceans and seas (Tinmaker et al., 
2019). Lightning activity over the sea in autumn and winter periods is higher than 
that over the land, particularly at night (Manzato et al., 2022). The seas are colder 
in the spring than in the autumn. Therefore, stronger vertical atmospheric 
instability occurs in autumn (Altaratz et al., 2003). In the Mediterranean Sea, 
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September, when sea surface temperatures are the highest, is the period with the 
most intense lightning activity (Rivas Soriano and de Pablo, 2002).  

There is a similarity between the spatial and temporal distribution of 
lightning and that of tornadoes. In the study conducted by Bayraktar and Çiçek 
(2022), it was determined that 47% of all tornadoes in Türkiye were seen in the 
Mediterranean Region. In the Mediterranean and Aegean regions, they occur in 
late autumn and winter; in the Marmara and Black Sea regions, they occur in 
summer and early autumn; in the inner regions, they usually occur in spring, early 
summer, and late summer. 

The lightning event is often accompanied by hail and heavy rains (Herring 
et al., 2018; Williams and Guha, 2019). Due to global warming, the amount of 
lightning has increased by 12% for every 1°C increase in temperature. In other 
words, there is a high correlation between the lightning displacement speed and 
the convective available potential energy (CAPE) value of precipitation. An 
unstable air mass is characterized by warm, moist air near the surface and cold, 
dry air aloft. In these conditions, if an air parcel is forced upward, it will continue 
to rise on its own. CAPE is a measure of atmospheric instability and is directly 
related to the maximum possible vertical velocity of the updraft. Thus, higher 
values of CAPE are associated with intense vertical speed and thunderstorm 
occurrence. Observed CAPE values during a storm often exceed 1000 J kg-1 and 
in extreme cases may exceed 5000 J kg-1. However, there are no CAPE thresholds 
that can be used to determine the thunderstorm occurrence (Mazarakis et al., 
2008; Ziv et al., 2009; Romps et al., 2014; Galanaki et al., 2015). Sea surface 
temperature has a significant effect on precipitation (Reason and Mulenga, 1999). 
The increase in precipitation is associated with an increase in the advection of 
moisture carried from the seas (Petersen and Rutledge, 1998). The high 
temperature difference between cold air currents and warm sea surfaces leads to 
instability in the atmosphere. The water that evaporates from the warm sea surface 
forms convective clouds. These clouds can drop large amounts of precipitation in 
a short time. The terrestrial surface temperatures, sea surface temperatures, and 
severity of meteorological events increase the summer season (Bozkurt and 
Göktürk, 2009). Studies conducted with long-time data series of sea surface 
temperatures have proven that if sea surface temperatures increase by 1–2°C, 
there is an increase in the number of days of lightning events by 20–45 days, 
(Yamamoto et al., 2016). Although high sea surface temperature is not a sufficient 
factor for convective development, it supports synoptic conditions that may cause 
deep convection (Kotroni and Lagouvardos, 2016). In the studies conducted by 
Yavuz et al. (2022) on convective precipitation in the cold season from the 
Marmara Region, it was stated that atmospheric contents (such as atmospheric 
instability, a lifting mechanism, and high moisture content) similar to those of the 
warm season are required. Lower convective available potential energy (CAPE) 
values have been observed in winter thundersnows compared to summer 
convective thunderstorms. 
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Surface temperature is among the basic elements of climate and is affected 
by geographical location and landforms (Erol, 2011). This difference in 
temperature changes can be associated with latitude and altitude. Previous studies 
have obtained different results; examining the relationship between lightning 
density and latitude shows that lightning density is higher in the tropical regions 
(0°–20° latitudes) than in the temperate regions (20°–40° latitudes). Lightning 
density is lower at high latitudes (40°–60°) (Mackerras and Darveniza, 1994). 
Considering lightning activity in the terrestrial areas of China, the areas where 
lightning is densest are located at latitudes of 20–30° N, and lightning activity 
decreases to the north (Xu et al., 2022). 

The relationship between altitude and temperature is more significant than 
the relationship between latitude and temperature (Ayd n and Karabulut, 2021). 
Numerous studies have detected a positive correlation between lightning density 
and orography. Mountain ranges are places with the highest lightning activity. In 
these regions, it has been revealed that the effect of topographic elevation, 
orographic forcing, and the heating of the ground as a result of solar radiation, 
increases convective activities (Rivas Soriano et al., 2001b; Galanaki et al., 2015; 
Kotroni and Lagouvardos, 2016; Saha et al., 2017; Xu et al., 2022). Lightning 
density in terrestrial and mountainous regions is considerably greater than in seas 
and coasts (Zipser and Lutz, 1994; Rivas Soriano et al., 2001a; Koutroulis et al., 
2012; Galanaki et al., 2018). This difference is even greater in terms of convection 
initiation (CI). In studies performed in the Mediterranean, the areas with the 
densest lightning are mountainous areas (Montenegro’s Dinaric Alps and the high 
mountains of the Balkans), whereas the areas where lightning is observed the least 
are arid and semi-arid areas (Galanaki et al., 2018; Xu et al., 2022). The Alps’ 
location closer to the level of free convection (LFC) weakens convective 
inhibition (CIN) (Manzato et al., 2022). The smaller the CIN, the deeper the 
convection (Manzato et al., 2022; Kirshbaum et al., 2018). Mountains act as a 
barrier that provides an important orographic lift mechanism, increasing the 
transport of incoming air from the sea to the land. In addition, a stronger uplift of 
clouds near mountains leads to more developed cloud formations (Reynolds et al., 
1957; Takahashi, 1984; Altaratz et al., 2003). 

Mountains located at mid-latitudes are very sensitive to global warming due 
to the greenhouse effect (Rangwala and Miller, 2012). The warming rate is higher 
in areas with higher altitudes (Dhital et al., 2022). In studies carried out in the 
Mediterranean, June and July are the months with the highest lightning activity 
(Manzato et al., 2022). Concerning the lightning activity of China, whereas 
lightning density increased with altitude between 1000–2000 m, it decreased 
between 0–1000 m and above 2000 m altitude. Ninety percent of lightning activity 
occurred between May and September (Xu et al., 2022). 

Since lightning bolts and flashes cause NOx production and forest fires, 
resulting in significant climatic consequences over long-time scales (Pinto JR and 
Pinto, 2020). Lightning activity is expected to increase in the future (Williams and 
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Guha, 2019). In a warmer future scenario, there will be more water vapor in the 
atmosphere to release latent heat during condensation. On a global scale, extreme 
daily precipitation events are predicted to intensify by approximately 7% for every 
1°C of global warming (IPCC, 2021). This leads to expectations of an increase in 
storm development and lightning flashes. Furthermore, lightning activity in the 
future will also depend on the vertical air temperature profile in the troposphere 
(Pinto JR et al, 2013). As Brooks (2013) noted, as climate changes, the magnitude 
of CAPE and shear is also changing. Given that different combinations of CAPE 
and shear favor the occurrence of different convective phenomena, therefore, this 
may provide insight into expected future changes in the distribution and nature of 
convective hazards. For example, if in the coming days both CAPE and shear 
increase, tornadoes and hailstorms will likely become more common. If low 
CAPE - high shear days are more frequent, the number of severe convective wind 
gust events may increase. Preliminary results from climate projections for Europe 
indicate that an increase in CAPE and a slight increase in shear is expected in the 
next 100 years. Because of this, the number of unstable, strongly sheared 
environments is projected to increase as well. As a result, thunderstorms capable 
of producing severe and extremely severe phenomena may become more frequent. 

The objective of the present study is to conduct the temporal and spatial 
density analyses (simple density) of lightning and lightning flash events that took 
place between 2017 and 2021 in Türkiye. In this study, both meteorological 
parameters (ground temperature, moisture content influenced by the sea) and 
geographical features (latitude-longitude and altitude) were addressed in the 
spatial analysis of lightning density. Hourly, monthly, seasonal, and annual 
periods were evaluated in the temporal analysis of lightning density. 

1.1. Lightning tracking systems 

Lightning detection and tracking systems began to be used in the world in the 
1980s. A lighting system is used in almost all European countries. Some of these 
are low-frequency (LF, 30–300 kHz), while others are very high-frequency (VHF, 
30–300 MHz) systems (Anderson and Klugmann, 2014). The operating frequency 
range of the system, which began being used in Belgium in 1992, is very high 
(VHF, 30–300 MHz). The Lightning Detection Network (LINET) system used in 
Germany performs detection in the 5–100 kHz range, which is very low and low 
(VLF/LF) frequencies. The Worldwide Lightning Location Network (WWLLN) 
tracking system is used in the United States. ZEUS detection system is located in 
Greece, which works in the low frequency range (VLF, 7–15 kHz) (Öztopal, 
2017). Lightning detection systems can even monitor lightning events on a global 
scale. Thus, a reliable lightning database can be created (Lay et al., 2007). 
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1.2. The lightning detection and tracking system in Türkiye  

The lightning detection and tracking system is a remote sensing system that 
provides meteorological information to detect flash events and make short-term 
weather forecasts. The lightning detection and tracking system determines the 
location, type, current intensity, and current direction of lightning. There was a 
total of 41 passive sensor systems of the lightning detection network LINET 
installed in Türkiye in 2014, one of which is located in the Turkish Republic of 
Northern Cyprus. LINET represents a ground-based lightning detection system. 
LINET sensors consist of electric field sensors and central processing units. The 
LINET field processor receives signals from the LINET field antenna and the GPS 
antenna and transmits them to the central processing units. The LINET field 
antenna is sensitive to electromagnetic waves emitted from lightning. It operates 
in the VLF range of about 5–100 kHz. The GPS antenna receives signals from 
GPS satellites (TSMS, 2022a). With this system, it is possible to detect the 
location, current intensity, and current direction of lightning (from cloud to 
ground or ground to cloud electrical activity) with an accuracy of 200 m. 
3.6. Study area and data  
The region between 26–45E and 35–43N, where Türkiye is located, was taken as 
the study area (Fig. 1). A data set from 2017 to 2021 of the LINET system 
described in the previous section was used as study data. This data includes the 
date and time of the lightning, the latitude and longitude of the place where it 
occurred, the type of events (IC, CC, or CG), and the event’s intensity. In the 
following study sections, all events will be described as lightning, without 
distinction.  
 
 
 

 
Fig.1. The Lightning Detection and Tracking System station information 
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2. Materials and methods 

The data utilized in the present study were provided by the Türkiye State 
Meteorological Service (TSMS). The acquired data cover only cover the time during 
which events occurred in 2017–2021. Spatially, it involves the latitude and longitude 
information of the places where the events took place. The coordinate and time 
information of lightning events was transferred from an MS Excel file to the GIS 
environment. ArcGIS version 10.4.1 was used as GIS software. The data transferred 
to the GIS environment was made ready for use in temporal and spatial analysis by 
creating databases in ArcGIS. The month, day, and time of events were used in the 
temporal analysis of lightning events, and latitude and longitude information was 
used in spatial analysis. To conduct spatial density analysis, the data was converted 
to the ED-1950 Lambert conformal conic projection system.  

The aim of the study is to detect and interpret lightning events in terms of 
time and space. Two tools in ArcGIS 10.4.1 were used to analyze lightning events. 
These are the point density and total incidence tools. The point density tool counts 
the vector points within the surrounding pixels and gives them a raster output. 
Conceptually, a neighbor is defined around the center of each raster cell. The 
number of points falling in the neighborhood is summed up and divided by the 
neighbor area. The dot density tool consists of five basic functions: input data, 
weight value, output data, cell size of the output, and the radius to neighboring 
points. The purpose of the total incidence tool is to combine multiple points and 
assign weight values to the combined points (Özlü et al., 2020). 

In the study, sea surface temperatures for the period 1970–2022, obtained 
from TSMS (TSMS, 2022b), and Turkey's monthly average temperature data for 
the period 1991–2020 were used in the temporal and spatial interpretation of 
lightning (TSMS, 2024). 

3. Results 

3.1. Annual average lightning density 

Upon examining the annual average lightning density, it was found that the 
highest values occur in the Inner Aegean, Marmara, Southwest Anatolia, Western 
Black Sea, and Eastern Anatolia Regions (25–50 lightning km-2 yr-1). Central 
Anatolia is the region with the lowest lightning density (0.4–1.6 lightning km-2 yr-

1). It is seen that sufficient moisture content is an essential factor for supporting 
instability processes.  

The Aegean Sea, Mediterranean, Eastern Black Sea, and Southeastern 
Anatolia are regions where lightning events occur moderately and not very 
densely (1.6 to 6.5 lightning km-2 yr-1) (Fig. 2). Denser lightning events occurred 
in warm seas at low latitudes, such as the Mediterranean and Aegean Seas, 
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providing evidence of the positive relationship between sea surface temperature 
and lightning density, compared to seas at higher latitudes.  

 
 

 
Fig.2. 5-Annual average lightning density (2017–2021). 

 

 

3.2. Seasonal average lightning density 

Since the temperature difference between the ground level and the high level of 
the atmosphere is small in winter, the atmosphere has a more stable structure. 
lightning density is very low throughout Türkiye. Lightning on land is only 
observed in areas close to the coasts in the south and west, and in Southeastern 
Anatolia because of either high levels or a lack of evaporation to support 
instability during the winter season and the cold land compared to the seas. 
Lightning occurs more frequently in the Aegean and Mediterranean coastal areas, 
where temperatures and sea surface temperatures are higher in winter than in 
Türkiye in general (Fig. 3). While the average sea surface temperature in February 
for the period of 1970–2022 in the Black Sea is 8.0 °C, it is 15.9 °C in the 
Mediterranean (Fig. 4). Lightning does not occur on the Black Sea coast as a result 
of its cold temperature during this period. Concerning the winter averages of 
lightning events in the last five years, the highest values (4–6 lightning km-2 yr-1) 
occurred in the coastal areas of Southwestern Anatolia (Mu la, zmir, and Ayd n 
provinces) (Fig. 3). The lightning km-2 yr-1 unit given here expresses the average 
number of lightning per km2 in a year obtained from 5-year data. 
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Fig.3. Lightning density during winter (2017–2021). 

 

 
Fig.4. Monthly distribution of sea surface temperature (1970–2022). 

 

Convection is observed with the increasing latent heat transfer as 
temperatures begin to increase in the spring, and the land warms up faster in the 
interior of Türkiye. During this season, surface warming, lack of warming in the 
upper atmosphere, and cold air from the north with jet streams strengthen the 
instability and increase lightning density. The highest lightning density occurred 
in the Inner Aegean, western Marmara, and Eastern Anatolia Regions, with a 
range from 6.5 to 10 lightning events km-2 yr-1, and more lightning events were 
found here than in other regions (Fig.5).  
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Fig.5. Lightning density during spring (2017–2021). 

 
Summer is the period when instability is the highest, and therefore lightning 

events are the most frequent. During this period, the Thrace, Western Black Sea, 
and the inner parts of the Aegean Region are the regions with the highest values 
(25–40 lightning km-2 yr-1). High values are also observed in the Eastern Anatolia 
Region and Eastern Black Sea Region. The warming of the Black Sea causes 
lightning density to shift to the north during this period. The higher lightning 
density in the western and eastern parts of the Black Sea Region reflects the 
orographic effect. On the other hand, the very low humidity in the Southeastern 
and Central Anatolian Regions is the factor influencing the low lightning density 
(Fig. 6).  

 

 
Fig.6. Lightning density during summer (2017–2021). 
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In autumn, denser lightning events are observed in the Marmara (10–25 
lightning km-2 yr-1) and Southwest Anatolia Regions, on the Mediterranean coasts 
(4–6.5 lightning km-2 yr-1), and the Eastern Black Sea with the strong orographic 
effect (Fig.7). Due to the rapid cooling of the land, lightning density decreases, 
especially in the inner regions. Moreover, the cooling of the Black Sea causes a 
decrease in lightning density on the sea and in the adjacent terrestrial areas (Fig. 
4). In the Mediterranean Sea, the sea's warmth strengthens the instability on the 
sea, and, although the lightning density on the sea and the land close to it 
decreases, it is higher than in Türkiye in general.  

 
 
 
 

 
Fig.7. Lightning density during autumn (2017–2021). 

 

 

 

3.3. Monthly average lightning density 

When lightning is average monthly, June (29%) and May (18%) are the months 
with the most lightning. Almost half (47%) of lightning occurs in these two 
months. December, January, and February are the months with the least lightning 
(Fig. 8). The annual trend in the number of lightning strikes is related to the annual 
cycle of surface air temperature. The high surface air temperature during the warm 
season significantly influences the atmospheric conditions over the land. This 
single-peak annual lightning density distribution is common at middle latitudes 
(Rivas Soriano et al., 2001b).  
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Fig.8. Monthly distribution of lightning (2017–2021) and mean temperature (1991–2020). 

 
 
 
 
It was determined that, considering lightning events by months during the 

year, lightning events were denser (2.5–4 lightning km-2 yr-1) in the Aegean and 
Mediterranean coastal regions, particularly in Mu la and its surroundings, in 
January. In February, lightning events intensified in regions like those affected in 
January. Average sea surface temperatures in February are lower than those in 
January. The average sea surface temperature in the Aegean Sea (1970–2022) is 
13.9 °C in January and 13.3 °C in February. In the same period, it is 16.6°C and 
15.9°C in the Mediterranean in January and February, respectively. Hence, 
relatively fewer lightning events (0.65–1.6 lightning km-2 yr-1) occurred compared 
to January. The areas where lightning events were experienced also expanded 
with the increasing temperatures in March. In addition to the Aegean and 
Mediterranean coasts, lightning events intensified in the Southeast Anatolia 
Region and the west of the Thrace Region, (0.4–1 lightning km-2 yr-1). In April, 
with the warming of the Southeastern Anatolia Region, instability increased, and 
convective activities were supported, which caused an increase in lightning 
density (0.65–1.6 lightning km-2 yr-1). With the warming of the land in May, 
lightning density (2.5–4 lightning km-2 yr-1) was observed in the inner parts of the 
Aegean Region, Marmara, and Eastern Anatolia region (Fig. 8). With the further 
increase in ground temperatures in June, lightning density in the same regions also 
increased (6.5–16 lightning km-2 yr-1). In July, lightning density increased over 
Thrace, Marmara (6.5–16 lightning km-2 yr-1), Central Aegean, Eastern Anatolia, 
and the Eastern Black Sea Region (0.65–1.6 lightning km-2 yr-1). Whereas 
lightning density is high in the west of the Mu la - Sinop line and the east of the 
Trabzon - Hakkari line on the land in July, it is almost absent in the inner regions. 
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While high pressure is present in the Black Sea, the Azores high pressure in the 
Mediterranean reflects stable conditions, causing lightning density to decrease 
significantly. Lightning events occur predominantly in the Western Black Sea (10–
16 lightning km-2 yr-1), the Eastern Black Sea, and Eastern Anatolia (2.5–4 lightning 
km-2 yr-1) in August.  the Black Sea Region the average sea surface temperature in 
the Black Sea Region in August is higher than in July. In the Black Sea, during 
the period 1970–2022, the average sea surface temperature in July was 22.9 °C, 
while it was 24.3 °C in August (Fig. 4). The increase in lightning density in these 
regions in August can be associated with the increase in sea surface temperatures 
and the orographic effect. In September, lightning density is high in the following 
regions: the Marmara Sea (10–16 lightning km-2 yr-1), Eastern Black Sea, 
Mediterranean Region, and Eastern Anatolia Region (0.65–4 lightning km-2 yr-1). 
In October, the sea surface temperatures of the Marmara and Eastern Black Seas 
start to decrease (Fig.4). However, since the sea surface is not cold enough, 
although lightning density decreases (1.6–4 lightning km-2 yr-1), it continues to 
exhibit its effect. Dense lightning events also occurred in Southeastern Anatolia 
and the Gulf of Iskenderun. It was found that the lightning events observed in the 
relatively warmer Aegean and Mediterranean coastal regions in November, were 
concentrated in the surroundings of Mu la and Hatay (1.6–4 lightning km-2 yr-1). 
Although lightning events were observed in almost the same regions in December, 
it can be seen that lightning density decreased relatively (1–2.5 lightning km-2 yr-

1) in comparison with November. Higher sea surface temperatures are associated 
with higher lightning density in November than in December (Fig.9). 
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Fig.9. Monthly lightning density (2017–2021). 
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3.4. Distribution of lightning by the time of day  

Upon examining lightning events hourly, the highest number of lightning occurs 
at noon, whereas the lowest number occurs at night and morning, hours. The 
period from 11:00 to 15:00 UTC (01:00 to 05:00 national time) is the hottest time 
of the day. High ground temperature supports convective instability. The period 
between 19:00–07:00 UTC (22:00–10:00 national time) is when both the ground 
temperature and instability are at their lowest. Lightning occurs very rarely during 
this period (Fig.10). While lightning density is low in the morning, it increases 
rapidly after 09:00 UTC (12:00 national time), peaks at 13:00–14:00 UTC (16:00–
17:00 national time), and begins to decrease after 14:00 UTC (17:00 national 
time). The rate of increase from morning to noon is greater than the downward 
trend from noon to evening. This asymmetrical trend is associated with the rapid 
warming of the land, the increase in instability at noon, and the continuation of 
these unstable conditions in the afternoon. This diurnal trend is consistent with 
the global daily lightning change, in which the peak of lightning activity occurs 
at noon, and in the afternoon, following the maximum warming of the soil due to 
solar radiation in land areas (Galanaki et al., 2015). 
 
 

 

Fig.10. Hourly distribution of lightning (2017–2021). 

 
 

3.5. The relationship of lightning with latitude and longitude  

Considering the relationship between latitude values and lightning density, 
lightning is positively correlated with latitude, although the correlation is not 
regular. Lightning intensity increases from the Mediterranean coastline to 
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approximately the peaks of the Taurus Mountains at approximately 37.5N 
latitude. Lightning intensity decreases in the continental interior, which is roughly 
between 37.5N and39.5N. Lightning intensity increases again in the high parts of 
the Black Sea Mountains and in the coastal areas towards the north. Lightning 
intensity decreases again over the cold, Black Sea (Fig. 11). 
 
 

 
Fig.11. The relationship between latitude and lightning density (2017–2021). 
 
 
 
Concerning the relationship between longitude values and lightning density, 

the region between 26°E and 32°E longitudes facilitate the movement of the 
humid air of the Aegean Sea to reach the inner parts due to the east-west direction 
of the mountains. It is the area with the most intense lightning activity in Türkiye 
because of the sufficient moisture content and high ground temperature found 
between these longitudes. Previous studies have proven that mountain ranges and 
elevated areas support convective activities with the effect of orographic forcing, 
and high summer temperatures. The area between 39E and 44E longitudes is the 
region of Türkiye with the highest altitude. Lightning activity is also very high in 
this area. The region between 32E and 39E longitudes is very deficient in terms 
of moisture content. This should be related to soil moisture and vegetation. Soil 
moisture was revealed to increase summer convective precipitation efficiency 
under weak synoptic-scale forcing due to the presence of large sensible heat fluxes 
in forest areas. As sensible heat fluxes increase the potential to enhance 
convection and soil moisture abnormalities, they can change boundary layer 
properties (Schär et al., 1999). This situation should be effective in reducing 
lightning density in the interior parts, between 32–39E longitudes with poor 
vegetation and low soil moisture. The longitudinal distribution is mostly related 
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to altitude and vegetation. Lightning density increases as altitude increases, from 
the low parts in the west to Inner West Anatolia. Lightning density decreases in 
Central Anatolia because of altitude and insufficient humidity, while lightning 
density increases with altitude toward Eastern Anatolia (Fig.12).  

 
 
 

 
Fig.12. The relationship between longitude and lightning (2017–2021). 

 

 

 

 

3.6. Relationship between lightning and altitude 

The relationship between altitude and lightning is examined in two different ways 
in the present section. Approximately 4 × 106 lightning events were recorded at 
sea level between 2017 and 2021. Of lightning strikes, 22.5% ( 9×105 lightning 
strikes) occurred over the sea. Considering the relationship between altitude and 
lightning, it becomes difficult to see the trend across different altitudes when sea 
level is included (Fig. 13a). For this reason, the lightning occurring over the sea 
was subtracted from the total number of lightning strikes, and hence, the 
relationship between lightning and the elevation in the terrestrial area was 
predicted. When the relationship is examined without including lightning at sea 
level, it is seen that lightning increases as a function of altitude between 30–150 
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m, and 500–1000 m, and decreases as a function of altitude between 150–500 m 
and above 1000 m. Lightning activity is negligible at 3000 m and above (Fig.13b).  

 
Fig.13. The relationship between lightning and altitude between 2017 and 2021 (a) when sea 
level is included, (b) when sea level is not included. 

 

 

4. Discussion and conclusion 

In the present study, the annual, monthly, seasonal, and hourly densities of 
lightning data for 5 years (2017–2021) were calculated. Considering the annual 
lightning density by regions, the highest values were observed in the Inner 
Aegean, Marmara, Southwestern Anatolia, Western Black Sea, and Eastern 
Anatolia Regions. Lightning density in these regions is related to their proximity 
to the sea, orography, and vegetation type. It was determined that the high level 
of low-pressure activity on the sea in the Mediterranean basin, especially during 
the cold period, increases lightning density in the sea and coastal areas. 
Additionally, the topography and forests increase lightning density with forest 
influences particularly notable in the warm period (Kotroni and Lagouvardos, 
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2008; Galanaki et al., 2015; Xu et al., 2022). The Central Anatolia Region is the 
region with the lowest lightning density. Poor vegetation cover and low soil 
moisture are factors that should be taken into consideration in this situation. A 
study from Greece found that lightning efficiency on bare ground surfaces was 
very low throughout the year, with the lowest values in the summer months 
(Kotroni and Lagouvardos, 2008). Furthermore, low soil moisture in the inner 
parts weakens convective development (Schär et al., 1999). The Aegean Sea, the 
Mediterranean, the Eastern Black Sea, and the Southeastern Anatolia Region are 
regions where lightning events occur moderately. 

Considering the seasonal lightning density, a relatively higher density of 
lightning was observed in spring with the warming of the land in comparison with 
autumn. Although the overall atmosphere is more stable during the winter season, 
the Aegean and Mediterranean Seas experience a higher frequency of lightning, 
which, despite being among periods of lowest overall lightning activity, still 
experiences significant lightning density is the highest in summer, when the 
surface temperature and, accordingly, instability is the highest. Terrestrial 
convection is higher in spring and summer. Therefore, denser lightning events 
occur over the seas in autumn, while the lightning density is higher over the Inner 
Aegean and Eastern Anatolia Regions during autumn. In winter, it is concentrated 
in this area because the Mediterranean is warmer. Whereas the dynamic high-
pressure system dominating the summer months in the Mediterranean prevents 
convection and reduces lightning density despite the warm sea surface, the 
warming of the Black Sea in summer causes lightning density to increase during 
this period. Summer is the season with the lowest lightning density in the 
Mediterranean and the highest lightning density in the Black Sea. Upon 
examining lightning activity hourly, lightning density is the highest at noon and 
the lowest at night and in the morning hours. These findings are consistent with 
the results of the study conducted by Holt et al. (2001) and Defer et al. (2005). 
Lightning activity in Europe occurs predominantly over land during summer, 
while during winter, thunderstorms are usually located over the Mediterranean 
Sea. During spring, the geographical distribution of lightning activity is more 
spread, while during autumn, the lightning is mainly observed over the sea (Holt 
et al., 2001; Defer et al., 2005). 

The monthly variation of lightning follows a course with a single maximum, 
and 29% of the annual lightning strikes occur in June, and 18% in May. Of the 
annual number of lightning strikes, 47% occur in these two months. Increased 
lightning activity in late spring and early summer is consistent with the annual 
temperature trend at mid-latitudes. These findings are similar to the monthly 
distribution of lightning strikes in the Iberian Peninsula by Rivas Soriano et al. 
(2001b). On the Iberian Peninsula, the monthly variation shows a single peak: 
about 79% of all lightning events were observed between the months May and 
September. The number of lightning occurrences increases from April to June, 
and the sharp decrease after October marks the end of the storm period. This 
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single-peak distribution is related to the annual cycle for the surface air 
temperature. The high surface air temperature during the warm season supplies an 
appropriate thermodynamic atmospheric background for convection (Rivas 
Soriano et al., 2001b). According to lightning climatology studies for parts of 
western and central Europe, thunderstorm high season falls in summertime and 
extends from May to August with a peak in July. However, some thunderstorms 
also occur in the transitional months: March/April and September/October. They 
are the least likely during wintertime from November to February (Taszarek et 
al., 2017). 

Altaratz et al. (2003) carried out a study in the Eastern Mediterranean, and 
contrary to what is known, the annual average lightning density is higher over the 
sea than on land. Larger frequencies of ground flashes were detected over the sea 
than over land during the study period. This is probably due to the large heat and 
humidity fluxes from the sea surface, which destabilize the colder air above and 
drive cloud convection. The annual distribution shows that during midwinter 
(December–January–February), there is higher flash density over the sea, while 
during autumn and spring, the flash density is similar over the sea and terrestrial 
regions. However, lightning events on seas in Türkiye over a 5-year period 
constitute about 22.5% of all lightning, which is consistent with the study by 
Altaratz et al. (2003). It supports the findings of Williams and Stanfill (2002) and 
Kotroni and Lagouvardos (2008), indicating that the difference in thermal 
properties of land compared to sea surfaces explains why considerably more 
lightning is observed on land than on sea.  

Concerning the relationship between altitude and lightning, while lightning 
increases with altitude in the ranges of 30–150 m and 500–1000 m, it decreases 
in the ranges of 150–500 m and above 1000 m. This result is consistent with the 
findings of the lightning activity study in China by Xu et al. (2022) and Galanaki 
et al. (2015), indicating that 67% of lightning occurs at altitudes lower than 600 
m in winter.  

Upon examining the relationship between latitude and longitude values and 
lightning, a more significant result was obtained regarding latitude. There is a 
positive relationship between latitude and lightning. Considering the relationship 
between longitude values and lightning, it can be interpreted that there is a 
significant decrease in lightning activity, at longitudes 30–35E, in the Central 
Anatolia Region, where humidity is low. Lightning activity increases as the 
degree of longitude increases with sufficient moisture content in terrestrial areas 
together with the orographic effect.  
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Abstract— In general, there would be one monsoon depression affecting the South China 
Sea every summer. Such depressions are relatively short-lived and mostly last for a few 
days. In early June 2023, there was a relatively long-lived monsoon depression over the 
South China Sea with a lifespan of around 10 days. The paper documents the life of this 
monsoon depression, including the meteorological observations. This depression is found 
to have the typical structure of a monsoon depression, namely, very weak winds near the 
center and higher wind speed with intense convection associated with a burst of southwest 
monsoon in its periphery. The strong southwest monsoon was also observed as a boundary 
layer jet in the upper air observations. The study is unique from the perspective that there 
are more meteorological observations over the northern part of the South China Sea, 
including the weather buoys and oil platforms, which provide unprecedented 
meteorological observations of the depression. It is hoped that this paper could stimulate 
further studies of monsoon depressions in this region in the future. 

Key-words: monsoon depression, meteorological observations, numerical weather 
prediction models, China 
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1. Introduction 

The coast of southern China is often affected by tropical cyclones. For instance, 
for Hong Kong which is situated at the Pearl River Estuary, there are on average 
around 4 to 7 tropical cyclones affecting the place in every year. Timely 
monitoring of low pressure areas which may develop into a tropical cyclone is of 
utmost importance for ensuring the safety of the city. 

Apart from tropical cyclones, Hong Kong may also be affected by monsoon 
depressions in the summer. This kind of depression has not yet developed into a 
tropical cyclone. It normally has a rather large center with very weak winds (say 
2.5 to 5 m/s), whereas the outer region has intense convective developments and 
much strong winds (which are mostly related to the southwest monsoon over the 
South China Sea). Monsoon depressions may also bring about unsettled weather 
to the south China coastal areas. 

According to Hurley and Boos (2014), there are on average about 0.5 to 1.0 
monsoon depressions affecting the coast of southern China every summer. In 
general, they are relatively short-lived, with a lifespan in the order of a few days 
only. They may develop over the South China Sea, or enter this ocean from the 
northwest Pacific. 

The Hong Kong Observatory has published a number of articles in its website 
to educate the public about the difference between monsoon depression and tropical 
cyclone (including https://www.hko.gov.hk/en/blog/00000142.htm and 
https://www.hko.gov.hk/en/blog/00000149.htm). In the scientific literature, the term 
monsoon depression is mainly used for cyclones over the Bay of Bengal and Indian 
subcontinent (such as https://glossary.ametsoc.org/wiki/Monsoon_depression). 
There have been a number of scientific papers, though limited, to study the 
monsoon depression in that region. The climatology of Indian monsoon 
depressions has been discussed in Pottapinjara et al. (2014), Rastogi et al. (2018), 
Karmakar et al. (2021), and Ray and Sil (2023), and the long-term trends in the 
number of them have been statistically analyzed in Krishnamurti et al. (2013), 
Cohen and Boos (2014), and Vishnu et al. (2016). Several important aspects 
related to Indian monsoon depressions, such as barotropic growth (Diaz and Boos, 
2019a, 2019b; Suhas and Boos, 2023), westward drift (Boos et al., 2015; Hunt 
and Parker, 2016), and precipitation (Hunt et al., 2016; Murthy and Boos, 2019), 
have been investigated. The influence of horizontal resolution (Hunt and Turner, 
2017), cloud microphysics (Hazra and Pattnaik, 2021), and data assimilation 
(Lodh et al., 2022; Vinodkumar et al., 2009) on the mesoscale simulations of them 
have also been assessed. 
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2. A case study of a monsoon depression 

In the first half of June 2023, there was a relatively long-lived monsoon 
depression over the South China Sea and southern China. It had a life of around 
10 days, and the numerical weather prediction (NWP) models once forecasted that 
it might develop into a stronger system (possibly a tropical cyclone) affecting the 
Pearl River Estuary. As such, the weather services in the region conducted very 
close monitoring of its movement and development. Eventually, it remained as a 
rather weak system throughout its whole life and dissipated over the seas near 
Taiwan. With the availability of more weather observations nowadays, such as 
the buoys and oil platforms over the South China Sea, global lightning location 
system, etc., there are unprecedented observations of this system throughout its 
whole life. Though its impact on the coastal areas is not significant, its long life 
and the available weather observations worth to be documented for reference by 
weather forecasters in this part of the world in the future. This is the novelty of 
this observational study, and it is hoped that the study could stimulate similar 
analysis, especially statistical analysis, of tropical depressions in the South China 
Sea in the future. 

2.1. Overview of the monsoon depression 

The locations of the monsoon depression at various stages of its life are given in 
Fig. 1. Please note that, as shown in the later figures of this paper, the location of 
the depression is rather hard to pinpoint as it remains as a relatively weak system, 
and as such the locations are indicative only. However, the general trend of the 
movement of the depression is still rather clearly shown in this figure. 

 
 

 
Fig. 1. The track and location of the monsoon depression under study in this paper for its 
whole lifespan. The locations of the radiosonde stations which have been included in the 
study are marked by red triangles. 
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The monsoon depression first appeared in the central part of the South China 

Sea. It then generally moved in the direction of the Hainan Island and entered the 
Beibu Wan. It further moved north and made landfall over the southwestern part 
of China, and lingered over that area for a couple of days. Afterwards it moved 
into the Hainan Island again. 

The threat of the monsoon depression over south China coastal areas was 
closely monitored and assessed when this depression moved into and across the 
northern part of the South China Sea in an east-northeast direction. The depression 
remained at a distance of more than 200 km from Hong Kong, and thus turned out 
to have rather limited impact on the Pearl River Estuary. Finally, it touched upon 
the southern tip of Taiwan, moved into the northwest Pacific and dissipated. 

2.2. Surface, satellite, and lightning observations 

The observations at four stages of the life of the monsoon depression are 
documented here using surface wind observations, weather satellite imageries, 
and lightning location area. Fig. 2(a) refers to the time when the depression was 
about to make landfall over Hainan Island. The convective clouds associated with 
the depression were rather loosely organized. The surface winds were generally 
rather weak, only about 2.5 to 5 m/ss from the available observation. The most 
significant convective development appeared at the northeastern part of the South 
China Sea, where the southwest monsoon over the southern flank of the monsoon 
depression converged with the western flank of the subtropical ridge. There was 
north-northwest to south-southeast oriented cloud band over there with frequent 
lightning. 

Fig. 2(b) refers to the time when the depression entered the Hainan Island 
the second time and was about leave the Island to enter the northern part of the 
South China Sea. Since the depression was over the land, the associated 
convective development was very weak, and it was once thought that the 
depression was about to dissipate. The winds near the center of the depression 
were extremely weak, generally less than 2.5 m/s. 

In Fig. 2(c), the monsoon depression was crossing the northern part of the 
South China Sea, and it was closest to Hong Kong. The surface wind observations, 
though rather weak, clearly depicted that there was a close circulation, and the 
convective development (west-east oriented cloud band with frequent lightning 
activity) appeared in the southern part of the system. The southwest monsoon 
remained rather weak, as shown in the surface observations, and this is consistent 
with the NWP analysis and forecast (not shown). 

The monsoon depression continued to track east-northeastwards towards 
Taiwan, as shown in Fig. 2(d). Consistent with NWP model forecast (not shown), 
there was a burst of southwest monsoonal flow at that time, and a ship observation 
recorded southwesterly winds of around 18 m/s (red wind barb in Fig. 2(d)).  
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(a) 07:30 UTC, June 6, 2023 

 
(b) 10:40 UTC, June 11, 2023 

 
(c) 13:30 UTC, June 12, 2023 

 
(d) 16:30 UTC, June 13, 2023 

 
Fig. 2. Meteorological observations of the monsoon depression at four instances of its life, 
including surface wind observations (wind barbs), satellite imageries, and lightning 
location information (colored dots). Indicative location of the depression is marked as “L”. 

L 

L 

L 

L 
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There were rather significant convective cloud bands to the southwest of the 
system with frequent lightning activity. There were frequent discussions among 
the weather forecasters on the need to upgrade the system into a tropical 
depression by that time. However, as the system was about to make landfall over 
Taiwan, the upgrade was withheld, and eventually the monsoon depression, when 
located to the east of Taiwan, was submerged into a surface trough of low pressure 
and could no longer to be identified independently. This is taken to be the end of 
the life of the monsoon depression. On the whole, the monsoon depression lasted 
for 10 days. 

Apart from surface wind observations, there are additional measurements of 
the surface pressure. Two instances of the surface pressure distributions are given 
in Fig. 3. Fig.3(a) refers to the time when the monsoon depression was located at 
the northeastern corner of Hainan Island and was about to enter the northern part 
of the South China Sea. The surface pressure near the center of the depression was 
found to be around 1001.5 hPa. When the depression was rather close to Hong 
Kong, as shown in Fig. 3(b), it was found to have a pressure of around 1000.7 hPa 
near the center. It appears that, throughout the whole life, the monsoon depression 
had a lowest pressure of around 1000 hPa near its centre. 

 
 

 
(a) 10:40 UTC, June 11, 2023 

 
(b) 13:30 UTC, June 12, 2023 

Fig. 3. Surface observations at two time instances of the lifespan of the monsoon depression. 
They include wind barbs, temperature (black), dew point (red), and pressure (013 refers to 
1001.3 hPa, etc.). The indicative location of the monsoon depression is given by “L”. 

L 

L 
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2.3. Radar observations 

As the convective developments near the center of the monsoon depression were 
rather weak, the weather radar imageries of the system did not show the typical 
radar echoes in association with the spiral rain bands. Two instances of the radar 
pictures are shown in Fig. 4. 

In Fig. 4(a), when the monsoon depression just left the Hainan Island, there 
were only isolated radar echoes near the center of the system. The echoes did not 
take a band shape, and they did not appear to be circulating from the radar picture 
animations (not shown). 

When located at around 200 km to the south-southwest of Hong Kong, the 
monsoon depression had rather weak and isolated radar echoes near its center 
(Fig.4(b)). On the other hand, the convective developments associated with the 
southwest monsoon, the south and east of the system appeared to be much more 
intense, consistently with satellite imagery and lightning location information. 

 

 
Fig. 4. Weather radar imageries of the monsoon depression with indicative location “L”. 

(a) 16:54 UTC, June 11, 2023, for Haikou radar (b) 07:23 UTC, June 12, 2023, for Hong Kong radar 

 
 

2.4. Upper air observations 

Regular radiosonde data are available from a number of stations within 300 km 
from the center of the monsoon depression, and they provide some information, 
though rather limited, about the upper air situation in association with the 
depression. The stations include Xisha, Haikou, and Dongsha, and their locations 
are given in Fig. 1. 

For upper-air winds, only Xisha and Haikou are considered as the vertical 
resolution of the available radiosonde, data from Dongsha are rather coarse. For 
Xisha (Fig. 5(a)), the wind direction changed from northeasterly to southeasterly 
and then southerly, with the passage of the monsoon depression over this station. 
The boundary layer winds remained rather weak, consistently with the surface 

L 

L 
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observations. When turning to southerly, the mid-tropospheric flow (around 4 km) 
showed a jet, reaching around 15 m/s. This might be related to the mid-level 
southwest monsoon. 

For Haikou (Fig.5(b), one notable feature was the low-level jet (below 2 km) 
on June 11-13, 2023, though the wind speed was not particularly high (around 6 
to 13 m/s). The jet feature was rather apparent. More specifically, for southwest 
monsoon at 00 UTC, June 13, 2023, the jet feature was the most significant, and 
the boundary layer wind speed reached the maximum of around 13 m/s. 

 
 
 
 
 

 
Fig. 5. Radiosonde observations of Xisha and Haikou for wind speed and wind direction. 
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The thermodynamic features of the upper-air soundings from the three 
stations are shown in Fig. 6. In general, the boundary layers of the three stations 
(below 2 km) were rather unstable, shown in the relatively sharp decrease of 
equivalent potential temperature with height. A previous study of dropsonde data 
of tropical cyclones (He et al., 2022) suggests that, in such conditions, there could 
be chance of intensification of the cyclonic system. As such, from the available 
observations, the thermodynamic conditions of the atmosphere did favor the 
further development of the system. 

 
 
 

 
Fig. 6. Radiosonde observations of Xisha, Haikou, and Dongsha for potential temperature 
and equivalent potential temperature. 
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2.5. Performance of numerical weather prediction models 

The NWP models in general capture the weak system quite well, which may be 
related to the improved data assimilation system and higher spatial resolution of 
the model. Here we take the ensemble system ECEPS of the European Centre of 
Medium-Range Weather Forecasts as an example. Ensemble tracks of the three 
stages of the system are shown in Fig.7. The model ensemble forecasts are shown 
as black curves. They are in generally consistent with the actual locations of the 
monsoon depression in Fig. 1. The ECEPS forecasts are all 120-hour forecasts in 
the figure. 
 
 
 

 
(a)                                                                      (b) 

 

 
(c) 

Fig. 7. ECEPS tracks of the monsoon depression for three model runs. Copyright: 
Weathernerds 
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However, there might be some limitations in the forecasts of the 

deterministic model of the ECMWF about the location and, especially, the 
intensity of the system. Fig. 8 shows the deterministic forecast with the initial 
time of 12 UTC, June 8, 2023, with a forecast time of 129 hours. The ECEPS 
model once forecasted that the system could be extremely close to Hong Kong, 
with deepening of central pressure to around 997 hPa. As such, it was expected to 
bring about significant rain to Hong Kong (up to 60 mm of rain in 12 hours). 
Because of that, the Hong Kong Observatory once issued the message that the 
system would be closely monitored, and there might be a need of issuing tropical 
cyclone warning signal if the system further developed into a tropical cyclone and 
moved close to Hong Kong. This turned out to be a bust forecast. The performance 
of the NWP model is documented here for future reference by the model 
developers and weather forecasters. 

 
 
 

 
(a) (b) 

Fig. 8. 129-hour forecast of the ECMWF’s deterministic model initialized at 12 UTC, June 8, 
2023. (a) surface forecast for wind, pressure, and rainfall. (b) zoom in of (a) around Hong Kong. 
 
 
 
The ECEPS and the deterministic model are considered this paper because 

they are considered to be operationally the most accurate systems for tropical 
cyclones. It is shown in the verification webpages of tropical cyclones of ECMWF, 
e.g., about the number of typhoons in each year over the last 20 years in the 
western North Pacific, the error in the annual number of typhoons is in the order 
of 3, and the correlation between the predicted and the actual number of typhoons 
are very high. At least in the Altantic Ocean (e.g., in the study 
https://iacweb.ethz.ch/doc/publications/TC_MasterThesis.pdf, which has been 
accessed on January 6, 2024), the track errors are verified to be rather small so 
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that the model is considered to be skilful. However, the monsoon depression in 
the present study is rather weak. It could be difficult for global models to capture 
the intensity of tropical cyclones well due to a number of limitations, the major 
one being the cumulus parameterization (Wang and Tan, 2023). As such, it is not 
surprising that the present modeling systems are not satisfactory for a rather weak 
monsoon depression. 

3. Conclusions 

The life of a weak monsoon depression is documented in this paper. It has a 
lifespan of around 10 days and, to the knowledge of the author, it is a rather long 
lived monsoon depression in this part of the world. Thermodynamically speaking, 
there could be chance for the system to further intensify into a tropical cyclone. 
This is supported by ECMWF model forecasts. There is also a burst of southwest 
monsoon that could feed more energy and moisture into the system. The sea 
surface temperature was also favorable, which was measured to be around 28 to 
29 °Celsius in Hong Kong. The monsoon depression failed to develop further at 
the end, probably because of the rather weak horizontal shear, particularly the 
northern frank of the system (very weak easterly winds). 

There are more weather observations in the northern part of the South China 
Sea, which provide unprecedented observations of the weak systems for the first 
time. It is hoped that this documentation of the monsoon depression would 
stimulate more studies of this kind of system in this part of the world. 
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Abstract— Within the scope of the global climate change, monitoring and assessment of meteorological 
parameters gain growing importance. Hence, the analysis of long-term climate series having either 
increasing or decreasing trend, makes relevance to the weather patterns, and often provides further 
prediction of extreme meteorological events in the near future.  

In this perspective, this research purposes to investigate and interpret temperature and rainfall 
trends as well as the effect of climate change in three main districts from the Setifian High Plains region, 
namely, Setif, Ain Oulmene, and Boutaleb. Meteorological data were extracted from the TerraClimate 
dataset available at the Google Earth Engine platform over a 42-year-long period (from 1980 to 2021). 
Mann-Kendall, Spearman’s rho, and en’s trend tests were used to assess the trend, while Pettitt’s test 
was applied to detect the change point in time series data. The Theil-Sen approach was used to estimate 
the slope magnitude in the series. Results showed significant increasing trends in the minimum, 
maximum, and average temperatures over time for all the three stations. The magnitude of the upward 
trend in temperature data was found to be at the rate of 0.023 to 0.03 °C per year for all stations. Pettitt’s 
test found the year 1998 as a change point both for the maximum and average annual temperatures for 
all stations, while the year 2013 was detected as a change point in the minimum temperature for Ain 
Oulmene and Boutaleb stations. However, rainfall showed non-significant decreasing trends at 5% 
significance level for all stations.  

This study concludes that there is an increase in climate variability over the sampling period, 
which reveal the necessity of adopting the suitable adaptation strategies for facing the impact of climate 
change.  
 
Key-words: Algeria, climate change, change point, Pettitt’s test, rainfall, semi-arid, en’s trend test, 
temperature, trend analysis  
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 Introduction 

In our era, it is inevitable to talk about enormous, chronic environmental problems 
and challenges without addressing climate change. It is usually described as a 
phenomenon that has plagued our planet, often by directly or indirectly affecting 
ecosystems, cropping systems, lives, and livelihood of the society (Sharma et al., 
2021). In last decades, global warming became dominant, and it can be felt in 
different parts of the globe due to the new technologies' increased contribution to 
greenhouse gas emissions in the atmosphere. This situation could get worse, 
because of the deterioration of the normal behavior of the hydrological and 
meteorological parameters, particularly in terms of rainfall patterns and 
temperature. Various researches from different parts of the world found, that there 
are less rains and more elevated mean temperatures in average as a result of 
climate change. These changes will in turn lead to various weather events such as 
droughts, storms, floods, and heat waves (Riedy, 2016) either seeing at the global 
or regional scales. Therefore, due to changes in the water cycle and increased 
demands on water resources, the majority of people today experience food and 
water insecurity, especially in areas that are dry or semi-arid and have extremely 
erratic, inadequate, and unexpected rainfall events.  

The Mediterranean area is one of the most responsive regions to global 
climate change (Giorgi, 2006), due to its location between the arid-warm climate 
of North Africa and the rainy, temperate climate of central Europe (Giorgi and 
Lionello, 2008). Based on global climate projections, the Mediterranean region’s 
temperature will increase from 2 °C to 3 °C by 2050 and from 3 °C to 5 °C by 
2100 (IPCC, 2007). Like the most countries of the Mediterranean Basin, Algeria 
has threatened, over time, by numerous meteorological hazards, and it tends to be 
more vulnerable to the impacts of climate change, because most parts of the 
country fall under arid and semi-arid climates. A study on analysis of drought 
showed that the northern part of Algeria will experience more dry periods, and 
the probability of occurrence of extreme events will increase from 0.2650 in 2005 
to 0.5756 in 2041 (Lazri et al., 2015). In this context, several studies across the 
northeast part of Algeria concluded, that arid and semi-arid zones have 
experienced a larger number of drought events with a significant warming, while 
the humid and sub-humid locations received more precipitation events (Merabti 
et al., 2017; Beldjazia et al., 2019). 

In the Setifian High Plains region, where the climate is typically semi-arid, 
the climate change is on the rise due to its sensitive location, which conceives of 
the transition and interaction between the country’s humid north and dry south 
climates. Considering the impact of climate change and other factors such as 
population growing, industrial and agro-pastoral activities, water deficit and land 
degradation are already in a critical level in this region. As per Rouabhi (2017), 
the performance of precipitation during the period 1991–2011 became slightly 
different and spatially more heterogeneous in the Setif region. Hence, a study of 
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projecting future climate established by Bouregaa and Fenni (2014) found, that 
there will be a consistent increase in seasonal temperatures until 2075, despite the 
rainfall models’ predictions of large seasonal variations. Since the issues related 
to the climate change effects on the Setifian High Plains area are less investigated, 
such identification and monitoring studies spanning past, present, and future times 
are crucial. For this reason, the assessment of local weather should receive 
particular interests for better understanding of the risks and challenges associated 
with the climate variation in this region.  

One of the most essential tools of recognizing whether there is a rise, fall, or 
no change in meteorological variables is to examine their historical time series, 
especially with application of effective trend identification tests. Typically, 
numerous trend tests exist, which can be categorized according to the parametric 
or nonparametric methods. Furthermore, parametric trend tests are more powerful 
than nonparametric ones (Shadmani et al., 2012). However, unlike the 
nonparametric trend methods that do not consider any assumption, the normal 
distribution should be followed when obtaining data for the parametric trend 
testing. In this context, a large number of scientists have targeted temperature and 
rainfall trends worldwide, employing various statistical techniques (Alemu and 
Dioha, 2020; Ragatoa et al., 2018; Sharma et al., 2021; Yacoub and Tayfour, 
2019; Patel and Mehta, 2023, Panwar et al., 2018; Deb and Sil, 2019).  

The Mann-Kendall (MK test) and the Spearman’s rho test (SR test) are two 
nonparametric tests commonly used to detect upward or downward trends in 
series of hydrometeorological and environmental data. These tests can deal with 
non-normal data, missing values, seasonality, censoring (detection limits), and 
serial dependence (Hirsch and Slack, 1984).  

The Sen’s detection trend test is an innovative trend analysis method, which 
is performed to detect the trend in the time series, especially in terms of low, 
medium, and high values of the data. This method is valid independently of the 
sample size, serial correlation structure of the time, and non-normal probability 
distribution functions ( en, 2012). 

The Theil-Sen approach is another nonparametric test used for the detection 
of trends in time series analysis. It is also used to compute the linear rate of change 
(slope) (Hirsch et al., 1982). The Pettitt’s test method (Pettitt, 1979) is usually 
employed to detect an abrupt change or a step change in time records.  

The overall objective of this research is to clearly investigate the trend 
analysis of temperature and rainfall in the Setifian High Plains region focusing on 
three main districts: Setif, Ain Oulmene, and Boutaleb over a 42-year-long period 
through application of different nonparametric approaches. The MK test, the SR 
test, and the en’s trend test were applied as a first attempt to identify the trends 
in the time series. Thereafter, the Theil-Sen approach was used to estimate the 
trend magnitude, while the Pettitt’s test was used to detect the breaking year or 
the change point in the time series data. Moreover, this work aims to monitor the 
evolution of local climate for better looking at the effects of the climate change in 
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the study area. Indeed, the results obtained were a function of help for local 
populations and decision makers to achieve the suitable adaptations strategies in 
the field of sustainable development to face climate change.   

 Study area and data used 

2.1. Study area 

The Setifian High Plains region is located in the northeastern pert of Algeria, 
which lies in the administrative area of the Setif province between 35° to 36° 9  
N and 5° to 6° E (Fig. 1). Geographically, it is limited to the north by the Babor 
mountain chain and to the south by the El Hodna mountain chain with an area of 
about 4076.62 km2. The region has a continental semi-arid climate. The annual 
rainfall of the region is varying from 443.31 mm to 334.44 mm from the north to 
the south, respectively. The hot season lasts for almost five months in the year, in 
which it starts from May and end up in September. The region has long been a 
favorable territory for agro-pastoral activities, which constitute high importance 
for the country by ensuring food security. As shown in Fig. 1, three pilot districts 
from the Setifian High Plains region, namely Setif (station 1), Ain Oulmene 
(station 2), and Boutaleb (station 3) were considered to this study. The 
geographical location of stations with corresponding mean values for the 
metrological variables are summarized in Table 1. The annual average of rainfall 
(1980–2021) in the study area varies from 334.44 mm in Boutaleb station to 
360.82 mm in Ain Oulmene station, while Setif station receives the most of 
rainfall with an average of 443.31 mm. The mean annual values of minimum and 
maximum temperatures for the selected stations range from 8.61 °C to 8.83 °C 
and from 20.62°C to 20.85°C, respectively, while the mean annual value of 
average temperature is found to vary between 14.71 °C to 14.81°C. 
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Fig. 1. Location of the study area. 

 

 

 

Table 1. Geographic coordinates of the stations with their annual mean values for the 
meteorological variables for the period 1980-2021. 

District Lat 
(°N) 

Long 
(°E) 

Alt  
(m) 

P  
(mm) 

Tmin 
(°C) 

Tmax 
(°C) 

Tavg 
(°C) 

Setif (station1) 36.15 5.43 948-1224 443.31 8.79 20.62 14.71 

Ain Oulmene (station 2) 35.90 5.28 900-1272 360.82 8.83 20.79 14.81 

Boutaleb (station 3) 35.66 5.32 680-1767 334.44 8.61 20.85 14.73 
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2.2. Data used  

To study the situation, trend of monthly series of temperature and rainfall data 
ranging from 1980 to 2021 (42 years) were collected from the TerraClimate 
dataset available for downscaling at the Google Earth Engine platform. This 
dataset of a high-spatial resolution (1/24°, ~4 km) is derived from the combination 
of the high spatial resolution of the WorldClim dataset and the high temporal 
resolution of other sources such as the Climate Research Unit global climate 
dataset (CRU Ts4.0), and the Japanese 55-year Reanalysis (JRA-55) (Abatzoglou 
et al., 2018). It allows obtaining for global terrestrial surfaces monthly climate 
and climatic water balance data of various elements (rainfall, maximum and 
minimum temperatures, wind speed, evapotranspiration, and solar radiation). The 
selected data are of good quality having continuous record since 1958, which 
make it well suited for climatic and hydrological studies (Salhi et al., 2019; 
Kessabi et al., 2021; Khan et al., 2020).  

Further, to understand the possible impact of the climate change on regimes, 
characteristics, and variability for different climatic components, a regional-scale 
research is particularly important. Thus, rainfall as well as minimum and 
maximum temperature data were used as key meteorological elements in the 
current investigation, to find annual trends and monitor changes over the time 
period. The mean monthly data of rainfall is extracted for the years 1980–2021 
(42 years), whereas the monthly average temperature is computed by using 
averaging function for available data of minimum and maximum temperatures in 
the corresponding month. 

 Methodology 

Trend analysis is one of the most frequently performed techniques to give an idea 
about the variation in the meteorological parameters attributable to the potential 
climate change effects. In this study, different methods are adopted for computing 
the annual time series trends of temperature and rainfall data over a 42-year-long 
period (1980–2021). Firstly, the statistical Mann-Kendall (MK) and Spearman’s 
rho (SR) tests, besides the graphical approach of en’s test are useful to identify 
the existence of trend, weather it is rising or falling. Next, the Theil-Sen method 
(Theil, 1950; Sen, 1968) is employed to find the proper slope magnitude. Finally, 
the Pettitt’s test is applied to detect the change point in the time series (Pettitt, 
1979).  

A brief description of the methods adopted for the analysis is presented as 
follows.  
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3.1. Mann–Kendall test  

This is a well-known nonparametric test that was developed by Mann (1945) and 
Kendall (1975). It is also performed to statistically detect monotonic upward or 
downward trends in a series of climate data. The MK test is based on two 
hypotheses; the null hypothesis (H0) expresses the no existence of trend, which 
means the data are identically distributed, while the alternative hypothesis (H1) 
elucidates that the variable follows a significant rising or declining trend in time 
(Shadmani et al., 2012).  

Let x1, x2 , …, xn represent n data points where xj represents the data point at 
time j. Then the Mann-Kendall statistic (S) is calculated as:  

 
              =   (  ) , (1) 

 
where the sign function is given as:  
    =  +1  01                        >          =      <   .                            (2)  
 

xj and xk refer to the sequential data values of the time series, n is the data set 
record length. In case where n is superior than 10, S is calculated by the original 
variance of S as  
  ( ) =  ( )( ) ( )( )       ,                                (3) 
 
where p is the number of tied groups and ti is the number of data points in the pth 
group. 

A very high positive value of S represents an indicator of an increasing trend, 
while a very low negative value signifies a trend of decreasing performance over 
time. However, for statically quantify the significance of trend, it is necessary to 
compare the significance level  with the computed probability P value. If P value 
tends to be less than 5%, it denotes significant trend, while, the reverse is true if 
P value is greater than 5%, and this indicates the absence of trend in the data.  

3.2. Spearman’s rho test 

The Spearman’s rho (SR) test is another rank-based nonparametric statistical test 
that can also be used to detect monotonic trend in time series (Yue et al., 2002). 
Charles Spearman initially proposed it in 1904, nevertheless, this test is widely 
used to check the validity of one of the two traditional hypotheses. The null 
hypothesis (H0) is that all the data in the time series are independent and 
identically distributed, while the alternative hypothesis (H1) is that increasing or 
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decreasing trend exists (Shadmani et al., 2012). The SR statistic (D) is given by 
the following formula: 
 = 1 6 ( )( 1)      ,                                                   (4) 

 
where Ri is the rank of the ith observation Xi in the time series and n is the sample 
size. According to the SR statistic, positive D values indicate upward trends, while 
negative values indicate downward trends in the time series. At the significance 
level of 5%, if P  0.05, then the existence of trend is considered statically 
significant.  

3.3. en’s trend test  

This innovative approach developed by en (2012) aims for extracting trend 
graphically. First, in order to evaluate trend in meteorological variables, time 
series are divided into two equal halves, and then they are independently ranked 
in ascending (or descending) order (Wu and Qian, 2017). In practical applications, 
a scatter of points along the 1 1 (45°) straight-line implies no trend, and 
accordingly, any plot appearance above (below) this line reveals increasing 
(decreasing) trends ( en, 2012). To make a detailed interpretation, the scatter 
diagram is split into three verbal clusters as low, medium, and high data values 
(Pastagia and Mehta, 2022).  

3.4. Theil-Sen approach 

This approach (Theil, 1950; Sen, 1968) is commonly used to provide the 
magnitude of the slope (change per unit time) after the trend detection has been 
assessed by both the MK and SR tests within the time series. It is another 
nonparametric method based on the median slope, which can be calculated as: 
                =                 for all <  ,                (5) 
 
where Xi and Xj denote the sequential data values of the time series in the years i 
and j, and  is the estimated magnitude of the trend slope in the data series.  

3.5. Pettitt’s test 

As a typical nonparametric approach to study change point problems, the Pettitt’s 
test method (Pettitt, 1979) has been widely used to detect an abrupt change or a 
step change in the mean value of the distribution of hydrometeorological variables 
(Xie et al., 2013). When a sequence of random variables with n sample size is 
divided into two samples (X1, X2, ... , Xt) and (Xt+1, Xt+2, ... , Xn), then the sudden 
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change point in record is assumed to occur at time t. The test statistic Ut can be 
generated as:  
             =  ,                                    (6) 
  
where the sign function is given as:   
                 ( ) =  +1  01                   > 0     =  0      < 0  .                                                  (7) 

 
The maximum probable and significant change point |Ut|, affected mostly at 

time t, is approximately evaluated by the following formula:  
          ( ) = 2  6+ .                                                      (8)  

 
Note that if p value is inferior to the significance level  = 0.05, the 

alternative hypothesis is accepted, and a statically significant change point exists 
at the time t. 

In this research, the statistical significance of trends and their breakpoints in 
time series analyzed by the MK, SR, and Pettitt’s tests are conducted utilizing the 
trend package in the Rstudio software, while the ggplot2 package was used to plot 
the graphs of en’s trend. 

 Results and discussions 

4.1. Temperature trends 

MK, SR, and en tests were used to assess the trends for mininimum, maximum, 
and average annual temperatures, while Pettitt’s test was applied to detect the 
change point in time series of each stations data from 1980 to 2021. The summary 
of practical results is presented in Table 2. 

It is clear from Table 2, that the analysis of annual temperatures shows a 
positive trend for the three stations. The MK and SR tests indicate similar results 
revealing that a significant increasing trend exists consistently for the minimum, 
maximum, and average annual temperatures with P   0.05 at all the three stations.  

Beside the identification of the existence of trends by the MK and SR tests, 
the Theil-Sen approach may also conducted to estimate the magnitude of the slope 
(change per unit time). As given in Table 2, the slope of the significant increasing 
trend in the average annual temperature ranged from 0.025 °C/year at Setif to 
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0.027°C/year at Ain Oulmene, and 0.028 °C/year at Boutaleb. This result is 
somehow agree with that of Boudiaf et al. (2020), who reported that the annual 
average temperature across the Setif region having a rising trend at a slope equals 
to 0.03. Our findings are also in accordance with the world situation, where the 
global surface temperature trend is about 0.02 ± 0.01°C/year, while in the 
Mediterranean region, the trend is about 0.03°C/year (UNEP, 2020). 

 
 

 

 

Table 2. Temperature analysis results detected by the MK, SR, Theil-Sen, and Pettitt’s 
tests at the 5% significance level. 

Station 
 

Annual 
temper
ature 

MK 
(S) 

P value SR  
(D) 

P value Trend  (rate of 
increase) 
(°C/year) 
1980-2021 

Pettitt’s 
test 

(change 
point) 

 (rate of 
increase 
(°C/year) 
1980-2000 

 (rate of 
increase 
(°C/year) 
2001-2021 

Setif  
Tmin 335 0.000* 0.511 0.001* Rising  0.023 — 0.036 0.046 
Tmax 347 0.000* 0.559 0.000* Rising  0.025 1998* 0.047 0.030 
Tavg 347 0.000* 0.553 0.000* Rising  0.025 1998* 0.041 0.037 

Ain 
Oulmene 

Tmin 345 0.000* 0.528 0.000* Rising  0.023 2013* 0.035 0.056 
Tmax 363 0.000* 0.576 0.000* Rising  0.028 1998* 0.048 0.035 
Tavg 359 0.000* 0.560 0.000* Rising  0.027 1998* 0.041 0.047 

Boutaleb 
Tmin 335 0.000* 0.512 0.001* Rising  0.025 2013* 0.036 0.062 
Tmax 381 0.000* 0.604 0.000* Rising  0.030 1998* 0.048 0.038 
Tavg 369 0.000* 0.570 0.000* Rising  0.028 1998* 0.041 0.047 

* Trends statistically significant at the 5% significance level 

 
 
 
 
Similar significant increasing tendencies were seen in the annual maximum 

and minimum temperatures. The annual maximum temperature varied with the 
rates of 0.025 °C/year, 0.028 °C/year and 0.03 °C/year at stations Setif, Ain 
Oulmene, and Boutaleb, respectively. The same trend was seen in the annual 
minimum temperature, which varied between the rates of 0.023 °C/year at both 
Setif and Ain Oulmene stations to 0.025 °C/year at Boutaleb. It is clear from the 
results, that the observed rise in the annual average temperature is more influenced 
by the maximum than the minimum temperature. In general, the temperature 
increase results of this study are partially in agreement with the tendencies found 
by Rouabhi et al. (2018), stating that the annual minimum temperature records 
the highest raise compared to the annual maximum temperature within the study 
period (1981–2015).  
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Moreover, the Sen’s slope values calculated in two periods: 1980–2000 and 
2001–2021 showed the increase of the average temperature in the first period 
(1980–2000) for Setif compared to Ain Oulmene and Boutaleb, where the rise is 
remarkable in the last period (2001–2021). Ultimately, these spatiotemporal 
variabilities of temperatures seem to indicate the potential evolution of the 
distribution of bioclimates in this territory, sometimes with the shift of a 
bioclimatic stage (Djellouli et al., 2020). 

Based on the Pettitt’s method for detecting the sudden changes in the annual 
temperatures (minimum, maximum, and average), our results show that it can be 
found two significant change points, which were detected in 1998 for both the 
maximum and average annual temperatures at all stations. Whereas the time 
change point for the minimum annual temperature is noticed in the year 2013, 
except for Ain Oulmene and Boutaleb stations (Table 2). This suggests that the 
maximum temperature reflects on a quick variability under climate change effect, 
while the minimum and average temperature are affected tardier. It should be also 
noted that the two breaking years that occurred in 1998 and 2013 are in conformity 
with the extent of the global warming trend. Meteorological specialists have 
determined that 2013 and 1998 are ranked as the fifth and eighth hottest years on 
record since 1880 (NOAA, 2017). 

In terms of the evaluation of low, medium, and high values of the annual 
temperatures (minimum, maximum, and average), the en trend graphs reveal that 
all the three stations exhibited similar temperature variabilities. Hence, via the 
layout of the scatter point that is well concentrated above the line, an upward trend 
is clearly determined. It is also observed that the medium clusters have much 
higher distribution and tend to increase more than the low and high clusters (Fig. 
2). 

The overall interpretation for the results discussed above is that the impact 
of climate change appears more influential and earlier detectable at Boutaleb 
station followed by Ain Oulmene and Setif stations. This can be explained by the 
geographic position of Boutaleb, which is located in the extreme southern part of 
the study region in confrontation with the warmly Sirocco wind coming from the 
Sahara, especially during th summer and autumn periods. Consequently, this 
situation calls for more drought events and a hotter climate in the entire Setifian 
High Plains region.  
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Fig. 2. Annual minimum, maximum and average temperatures (°C) at Setif (S1), Ain 
Oulmene (S2), and Boutaleb (S3) stations by en’s trend test in the period of 1980-2021. 
 
 
 

4.2. Rainfall trends  

Trend analysis of the annual rainfall was carried out on the time series of the three 
main stations of Setif, Ain Oulmene, and Boutaleb. It is clear from the results 
presented in Table 3, that the MK and SR tests show the same results at all the 
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S2 S1 

S3 S2 S1 

S3 
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stations by detecting non-significant decreasing trends during the investigated 
period (1980–2021).  

Correspondingly, an overall trendless is observed through the data group 
behaviors in the en graphs. As it is shown in Fig. 3, for all three stations, the 
scatter point distributes on both sides of the 1 1 line. This plot appearance implies 
that the increasing and decreasing tendencies occurred within the same time 
clearly indicating a non-monotonic trend in rainfall. Boudiaf et al. (2021) also 
reported that rainfall in Setif region has a decreasing trend during the period 1982–
2019.  

Investigating of changes in climate variables reflects that higher 
temperatures and reduced amount of rainfall will increase the risk in water 
availability inducing a significant vulnerability in the Setifian High Plains region 
by progressively modifying its bioclimatic stage from semi-arid to arid.  
 
 
 

Table 3. Rainfall analysis results detected by the MK, SR, Theil-Sen, and Pettitt’s tests at 
the 5% significance level.        

Station MK 
(S) 

P value SR (D) P value Trend  (rate of 
increase 

(mm/year) 

Pettitt’s test 
(change 
point) 

Setif -61 0.516 -0.101 0.525 Falling — — 
Ain Oulmene -57 0.544 -0.089 0.5735 Falling — — 
Boutaleb -59 0.530 -0.084 0.5982 Falling — — 

 

 

  

Fig. 3. Annual rainfall (mm) at Setif (S1), Ain Oulmene (S2), and Boutaleb (S3) 
stations by en’s trend test from 1980 to 2021. 

 

S3 S2 S1 
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 Conclusions 

In the present research, we performed a trend analysis of temperature and rainfall 
under climate change over the Setifian High Plains region in Algeria, focusing on 
three major stations: Setif, Ain Oulmene, and Boutaleb. Based on a 42-year-long 
period (1980–2021), the annual temperature and rainfall time series were assessed 
by utilizing various nonparametric trend detection methods. It can be concluded 
that the overall significant increase trends of the temperature led to demonstrate 
the changes in temperature during last 42 years. Consequently, the annual average 
temperature is slightly increasing between 0.025 and 0.028 °C/year inducing a 
warming and more drought events in the region, which also falls under a semi-
arid climate. For maximum and average annual temperatures, all the stations 
detect the year 1998 as an abrupt change, while the minimum temperature detects 
the year 2013 as change point particularly at Ain Oulmene and Boutaleb stations. 
Besides this, a declining trend appears in the annual rainfall time series also, for 
all stations, but it is not statistically significant. Therefore, increasing temperature 
and decreasing rainfall are already a major trouble that can affects the 
environment and threat natural life.  

Our findings of this study highlight the climatic variation in the whole 
studied region induced by the global trend of climate change. Furthermore, this 
contribution would serve as a useful guide for more effective monitoring and 
analysis on the effects of climate change, especially in semi-arid and arid 
climates, in order to help adopting suitable adaptation strategies and development 
decisions to face climate change.   
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Abstract— Water quantity is often analyzed throughout mean annual and seasonal 
discharges in various studies worldwide. This paper aims to present water discharge trends 
in the lower parts of the Una, Sana, and Vrbanja rivers in Bosnia and Herzegovina and the 
largest Serbian national river Velika Morava and its tributaries Jasenica and Resava rivers 
in Serbia for the period 1961–2020. Also, the paper examines air temperature and 
precipitation trends and their connection with discharge trends. Mann-Kendall test was 
applied for the determination of trends in air temperature, precipitation, and discharges; the 
Sen's nonparametric estimator was utilized for establishing the magnitude of the trend, 
while the t-test was used for determining the statistical significance of the trend. In order 
to determine possible changes, two periods were observed: 1961–1990 and 1991–2020. 
Results showed statistically insignificant changes in discharges and precipitation trends on 
annual and seasonal levels. On the other hand, a significant air temperature increase was 
recorded in the period 1991–2020, with the highest increase during the summer. The most 
significant increase was observed in Banja Luka due to urban heat island effect in this city.  

Key-words: air temperature, discharge, precipitation, trends, Bosnia and Herzegovina, 
Serbia 
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 Introduction 

Water resources, including their quality, quantity, and availability, are vital in all 
aspects of life, human activities, and development. Considering their significance, 
knowledge of water resources, as well as water-related disasters, such as floods 
and droughts, is important for adequate water resources management. 

Water quantity is often analyzed throughout mean annual and seasonal 
discharges. Discharges are usually studied regarding their dependence on recent 
climate change and variability. Opinions about their possible impacts are divided. 
While some studies found changes in climate elements (precipitation and air 
temperature) in recent years and their impacts on water quantity (Zhong et al., 
2021; Raj evi  and Mislicki-Tomi , 2021), the other ones considered climate 
variability as an influence of cyclicity (Arrieta-Pastrana et al., 2022), with no or 
insignificant changes in long-term period (Balistrocchi et al., 2021).  

Discharges are directly dependent on climatic elements, especially 
precipitation and air temperature. Previous studies researched trends of 
precipitation, air temperatures, and discharges, as well as their correlation. 
Researches have been done around the world: Shrestha et al. (2021) in Canada; 
Xu et al. (2021) in the Amu Darya River Basin in Central Asia; Dissanayaka and 
Rajapakse (2019) in the Kelani River basin in Sri Lanka; Orkodjo et al. (2022) in 
the Omo-Gibe basin in Ethiopia. 

Many studies analyzed the connection between precipitation and discharge 
trends: Zhong et al. (2021) in the Yellow River basin in China; Swain et al. (2021) 
in the Brahmani and Baitarani River basins in India; Manzano and Barkdoll (2022) 
in Michigan; Mallakpour et al. (2018) in California; Silva et al. (2019) in Brazil; 
Cuevas et al. (2019) in Chile; Talchabhadel et al. (2021) in the west Rapti River 
basin in Nepal; Malede et al. (2022) in the Birr River watershed in Ethiopia; 
Balistrocchi et al. (2021) in the Central Italian Alps.  

Air temperature and discharge trends have also been the subject of various 
studies: Ouyang et al. (2017) in the Lower Mississippi River Alluvial Valley; 
Jiang et al. (2007) in the Tarim River basin in China; Shahgedanova et al. (2018) 
in the northern Tien Shan in Kazakhstan; Singh et al. (2010) in the Gangotri 
Glacier basin in Western Himalayas in India. 

Climate change significantly influences the river regime in Bosnia and 
Herzegovina. The consequences are increase in occurrence of extremely dry 
periods and heavy rains, which cause floods (Crnogorac and Rajcevic, 2019). 
However, a few researchers studied the impact of climate change on discharges 
in Bosnia and Herzegovina. In recent periods, annual and seasonal trends were 
analyzed in the lower parts of the Vrbas River from 1961–2016 (Gnjato et al., 
2019) and in the Sana River from 1961–2014 (Gnjato, 2018). Results showed a 
negative correlation between annual discharges and air temperature, while the 
connection between discharges and precipitation was positive. According to 
Gnjato et al. (2021), an analysis of annual and seasonal trends of climatic and 
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hydrological elements in the Sava River basin in Bosnia and Herzegovina shows 
a warming tendency in all seasons, while the precipitation trends are insignificant. 
Raj evi  and Mislicki-Tomi  (2021) emphasised air temperature increase in the 
Vrbanja River basin in the period 1961–2015, while the precipitation trends are 
negative. A statistically significant positive correlation is recorded between 
discharges and precipitation and a negative and insignificant correlation between 
discharges and air temperature. According to Imamovi  and Troži -Borovac 
(2013), a negative discharge trend is obtained for eight hydrological stations on 
the Bosnia River in the period 1961–1990.  

In Serbia, mean annual and seasonal discharges were analyzed on 94 
hydrological stations in the period 1961–2010 (Kova evi -Majki  and Urošev, 
2014). Dimki  (2018) found a correlation between precipitation and discharge 
trends in the following periods: 1946–2006, 1946–2016, and 2007–2016. 

or evi  et al. (2020) forecasted negative impacts of a decrease in precipitation 
and increased air temperatures on the discharge regime for the periods 2011–2040, 
2041–2070, and 2071–2100, comparing with the control period 1971–2000. 
Annual discharge trends were also analyzed for Jablanica and Toplica rivers from 
1950 to 2012 (Goci  et al, 2016), Zapadna Morava River basin in the period 1965–
2014 (Langovi  et al., 2017), Velika Morava River (Manojlovi  et al., 2016) in 
the period 1967–2007. Air temperature trends were examined for Šumadija region 
in the period 1961–2010 (Milanovi  Peši  and Milovanovi , 2016). Milentijevi  
et al. (2020) analyzed air temperature and precipitation trends for Ma va region 
in the period 1945–2015. Plavši  et al. (2016) examined precipitation changes for 
Belgrade station (1923–2014), Loznica station (1952–2014), and Valjevo station 
(1949–2014). Milanovi  Peši  (2015) found that maximum values in precipitation 
in May and June in the Šumadija region are not in line with maximum discharges 
which occur in February and March due to increased evapotranspiration in May 
and June. During the period 1961–2015, the lowest discharges of the Šumadija 
rivers were recorded in August and September (Milanovi  Peši , 2019). Leš ešen 
et al. (2022) found decreasing discharges of Sava River on Sremska Mitrovica 
station for the period 1928–2017 as the consequence of decreasing precipitation 
and increasing temperature. Haddeland et al. (2013) projected the effects of 
changes in air temperature and precipitation on discharges in the Kolubara River 
basin and the Toplica River basin for the periods 2001–2030 and 2071–2100, 
compared with the control period 1961–1990. Marti  Bursa  et al. (2022) 
analyzed changes in air temperatures, precipitation, and discharges in Toplica 
River valley in the following periods: 1957–2018, 1957–1987, and 1988–2018. 
Langovi  et al. (2023) found significant cyclicity of mean annual discharges in 
the South (Južna) Morava River, from 1924 to 2021, which was mainly influenced 
by variation in the precipitation.  

This paper aims to present a trend analysis of mean annual and seasonal 
discharges for selected rivers in Bosnia and Herzegovina and Serbia for the period 
1961–2020. It examined whether the changes in discharges exist, whether they 



 

72 

occur on the annual or seasonal level, whether the changes are significant, and on 
what level of confidence. As discharges directly depend on climatic elements, the 
correlation between discharge trends in rivers with a natural regime and trends in 
precipitation and air temperatures in their basins was analyzed. This paper's 
primary objective is to explore the impact of recent climate change and variability 
on discharge trends in this region of Europe. One of the goals of this study is to 
determine whether river basins with significant changes exist in the study area, 
which is important for sustainable water resources management establishing. 

 Study area 

The study area covers three rivers in central Serbia and Bosnia and Herzegovina, 
in the Republika Srpska (Fig. 1, Table 1). On the territory of Serbia, the largest 
national river Velika Morava and its tributaries, Jasenica River and Resava River, 
while in Bosnia and Herzegovina, the lower parts of the Una River, Sana River, 
and Vrbanja River were analyzed (Table 1). 

Rivers with a natural regime with no or minor hydromorphological alteration 
were chosen in this study, making them more suitable for studying the connection 
between climate variables and discharges. There are no built dams on the selected 
rivers, and existing meanders were cut only on the Velika Morava in the 60s and 
70s of the 20th century, in order to straighten the riverbed and minimize floods 
caused by the formation of ice barriers (Gavrilovi  and Duki , 2014). 

 
 

 

Fig. 1. The study area. 
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Table 1. Morphometric data of rivers. L: length of the river, F: surface of the river basin, 
 I: total fall of the river, It: mean fall of the river.  

 River River  
Basin 

L  
(km) 

F 
(km2) 

Elevation 
of the 
source  

(m a.s.l.) 

Elevation 
of the 
mouth  

(m a.s.l.) 

I  
(m) 

It  
(‰) 

Bosnia and 
Herzegovina 

Una Sava 212 9980 376 94 2812 1.32 
Sana Una 146 3782 440 116 324 2.21 
Vrbanja Vrbas 96 804 1515 147 1368 14.24 

Serbia 

Velika Morava Danube 175 6814 130.3 71 60 0.34 

Jasenica Velika 
Morava 73 1417 705 92 613 8.43 

Resava 
 

Velika 
Morava 66 681 668 93 575 8.78 

 
 
 

The prevailing climate of the study area is moderate continental climate. 
According to the Köppen climate classification, this region belongs to the 
following types: Cfa  moderately warm and humid climate with hot summer,  
Cfb  moderately warm and humid climate with warm summer, and Dfb 
moderately cold and humid climate with warm summer (Milovanovi  et al., 2017). 
The region is influenced by the North Atlantic circulation and continental polar 
masses from northern Europe and western Siberia. The river basins are located in 
the middle of the temperate zone, in the area of frequent and intensive exchanges 
of tropical and polar air masses. According to Baji  and Trbi  (2016), two action 
centers of atmospheric circulation impact climate features: the Azores anticyclone, 
which causes stable weather conditions and hot weather during the summer and 
the Icelandic cyclone, which brings precipitation. Precipitation increase is in 
correlation with high altitudes (Raj evi  and Crnogorac, 2011).  

In this study, data from 3 hydrological stations in Bosnia and Herzegovina 
and 6 hydrological stations in Serbia were used for hydrological analyses, and 
data from 2 meteoroological stations in Bosnia and Herzegovina and 5 
meteorological stations in Serbia were used for the analysis of air temperature and 
precipitation (Fig. 1). 

 Data and methods 

For the rivers in Bosnia and Herzegovina, annual and seasonal discharges in the 
period 1961–2020 were calculated by using the data on mean monthly discharges 
from Novi Grad, Prijedor, and Vrbanja hydrological stations, located in the lower 
parts of the Una River, Sana River, and Vrbanja River, respectively. The selection 
of these three hydrological stations is a result of the non-existence of continuous 
long-term measurements at most rivers of Bosnia and Herzegovina. The analysis 
of annual and seasonal discharges on the rivers in Serbia for the same observation 
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period was made based on data on mean monthly discharges from hydrological 
stations Varvarin, Bagrdan, and Ljubi evski Most on the Velika Morava River, 
Smederevska Palanka on the Jasenica River, and Manasija and Svilajnac on the 
Resava River. 

Analysis of the climatological dataset in the period 1961–2020 was 
performed based on mean monthly values of air temperatures and precipitation 
retrieved from two meteorological stations (Prijedor and Banja Luka) in Bosnia 
and Herzegovina and five meteorological stations ( uprija, Kragujevac, Kraljevo, 
Rekovac, and Smederevska Palanka) in Serbia. All hydrological and 
climatological data were acquired from the Republic Hydrometeorological 
Institute – Republic of Srpska (https://rhmzrs.com/) and the Republic 
Hydrometeorological Service of Serbia (https://www.hidmet.gov.rs/).  

For determining monotonic positive/negative hydroclimatic trends in this 
study, a sixty-year time series of annual and seasonal values were submitted to 
the nonparametric Mann-Kendall ( K) test and the nonparametric Sen's 
estimator of the slope. The Mann-Kendall test is often used to examine trends in 
a data series. This test was proposed by Mann (1945) and further developed by 
Kendall. It is related to the Kendall's correlation coefficient (Kendall, 1975). It 
was further improved by Hirsch et al. (1982, 1984), who included seasonality. In 
addition, Gilbert (1987), Helsel and Hirsch (1992), and Helsel et al. (2020) later 
studied and improved this test. This test is used to statistically assess whether or 
not there is a linear monotonic upward or downward trend in the given time series 
data. There are three alternative hypotheses: there is no trend in the series, there 
is a negative trend, or there is a positive trend. The Mann-Kendall test analyses 
the differences between later-measured data and earlier-measured data. Each later 
measured value is compared with all values measured earlier, resulting in a total 
of  n(n-1)/2  possible data pairs, where n is the total number of observations 
(Helsel et al., 2020). The advantages of using the MK test are that it does not 
require the normal distribution of the data, not affected by missing data, irregular 
spacing of time points of measurements, and length of the time series. The 
limitation of the MK test is the tendency to give more negative results for shorter 
data series (Helsel and Hirsch, 1992).  

If a significant trend for data series is found, the rate of change can be 
calculated using the Sen's slope estimator (Helsel and Hirsch, 1992). According 
to Salmi et al. (2002), this test is very convenient when a monotonic trend (without 
seasonal or cyclic variations) exists in the data. The Sen's method is very useful 
in slope estimation and shows changes in units per time. Also, it is not sensitive 
to errors and outliers.  

The t-test is a widely used statistical test for comparing data of two groups. 
It is often used to examine whether the difference between the two groups is 
statistically significant or not. This test is usually applied when data sets follow a 
normal distribution. This test is called Student's t-test, after William Sealy Gosset, 
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who first published it in English in 1908 in the scientific journal Biometrika under 
the pseudonym "Student" (Student, 1908). 

In this study, the MK test is used to identify a trend in the time series. At the 
same time, the Sen's nonparametric estimator is utilized to establish the trend's 
magnitude. The statistical significance of the identified trends was determined at 
the 99% (p 0.01) and 95% (0.01<p 0.05) levels. Furthermore, to verify 
hydroclimatic trends in the studied river basins, mean annual and seasonal 
climatic and discharge values in two 30-year periods (1961 1990 and 1991 2020) 
were analyzed and compared. The t-test was applied to estimate the significance 
of distribution differences between the two periods. 

For the calculations in this study, the Mann-Kendall test and the Sen slope 
incorporated in Excel 2010 software were used, as well as the t-test within the 
SPSS Statistics 20 software. 

 

 Results and discussion 

 Discharges 

Rivers of various sizes and mean annual discharges are selected for this study, 
including two rivers with mean annual discharges above 200 m3/s, two rivers with 
mean annual discharges above 10 m3/s and three rivers with mean annual 
discharges below 10 m3/s (Table 2). The mean annual and monthly values of 
discharge and their MK trend values at the selected stations in the period 1961
2020 are presented in Tables 2 and 3, respectively. The lowest discharge was 
observed in the summer season in all three rivers in Bosnia and Herzegovina and 
at the most upstream station in Velika Morava River (Varvarin), while it was 
observed in the autumn season at the other two stations on the Velika Morava, as 
well as on the other analyzed rivers. The highest discharges were registered in the 
spring season at all rivers (Table 2). It could be addressed that the same values of 
multi-annual discharges are recorded during the winter and spring seasons on the 
Resava River (Manasija).  

In the period 1961–2020, mean annual discharges showed a weak and 
negative trend change that has low significance or is not statistically significant 
on all rivers (Table 3). A moderate significant negative trend (p 0.05) is recorded 
only at Varvarin (-0.94 m3/s/year). Similar results have been obtained for the same 
stations in Serbia in the previous studies. Manojlovi  et al. (2016) confirmed no 
statistically significant trend at Ljubi evski Most in the period 1967–2007. 
Milanovi  Peši  (2019) found low significant negative trends for the Ljubi evski 
Most and Bagrdan and trends with no statistical significance for other stations in 
the period 1961–2015. Kova evi -Majki  and Urošev (2014) also obtained the 
trends with no statistical significance in the period 1961–2010. Gnjato et al. (2021) 
found that negative discharge trends are recorded on the Sana and Vrbanja rivers. 
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Table 2 Annual and seasonal mean discharges at the selected hydrological stations in 1961–
2020, 1991–2020, and 1961–1990 and differences between 1991–2020 and  
1961–1990 (m3/s) 

 Period Year Winter Spring Summer Autumn 

Bosnia 
and 

Herzegovina 

Novi Grad – Una 
1961–2020 217.7 266.8 311.7 121.0 171.1 
1961–1990 219.7 269.4 315.2 131.4 161.3 
1991–2020 215.7 264.0 308.1 110.6 180.8 
difference -4.0 -5.4 -7.1 -20.8 19.5 

Prijedor – Sana  
1961–2020 79.0 97.0 119.3 41.3 58.1 
1961–1990 81.6 98.2 122.5 47.7 57.5 
1991–2020 76.4 95.7 116.0 35.0 58.7 
difference -5.2 -2.5 -6.5 -12.7 1.2 

Vrbanja – Vrbanja  
1961–2020 15.6 19.1 23.8 10.3 9.1 
1961–1990 16.4 21.0 24.2 11.1 9.4 
1991–2020 14.7 17.2 23.4 9.5 8.8 
difference -1.7 -3.8 -0.8 -1.6 -0.6 

Serbia 

Varvarin – Velika Morava  
1961–2020 198.3 221.91 343.24 131.30 96.64 
1961–1990 212.29 243.60 360.82 143.87 100.84 
1991–2020 184.26 200.22 325.66 118.72 92.44 
difference -28.03 -43.38 -35.16 -25.15 -8.4 

Bagrdan – Velika Morava 
1961–2020 211.7 234.19 368.94 142.42 101.87 
1961–1990 223.29 256.90 381.05 154.91 107.07 
1991–2020 200.43 215.65 356.34 130.90 98.82 
difference -22.86 -41.25 -24.71 -24.01 -8.25 

Ljubi evski Most – Velika Morava 
1961–2020 229.0 252.26 396.18 159.85 109.21 
1961–1990 237.47  267.58 403.55 169.81 108.96 
1991–2020 221.28 236.94 388.82 149.90 109.47 
difference -16.19 -30.64 -14.73 -19.91 0.51 

Manasija – Resava  
1961–2020 3.56 6.43 6.43 2.79 1.48 
1961–1990 3.88 3.67 7.05 3.31 1.50 
1991–2020 3.24 3.42 5.81 2.28 1.46 
difference -0.64 -0.25 -1.24 -1.03 -0.04 

Svilajnac – Resava  
1961–2020 4.73 4.89 8.46 3.68 1.85 
1961–1990 5.05 4.92 8.93 4.32 1.98 
1991–2020 4.40 4.86 7.98 3.04 1.72 
difference -0.65 -0.06 -0.95 -1.28 -0.26 

Smederevska Palanka – Jasenica 
1961–2020 1.80 2.00 3.23 1.42 0.65   
1961–1990 1.72 2.16 3.35 1.52 0.64 
1991–2020 1.65 1.85 3.11 1.22 0.59 
difference -0.07 -0.31 -0.24 -0.3 -0.05 
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Table 3. Trends in annual and seasonal mean discharges at the selected hydrological 
stations in 1961–2020 

 Station River Year Winter Spring Summer Autumn 
Bosnia  

and 
Herzegovina 

Novi Grad Una -0.48 -0.86 -0.03 -0.65 -0.14 
Prijedor Sana -0.27 -0.30 -0.05 -0.38 -0.14 
Vrbanja Vrbanja -0.07 -0.21 -0.02 -0.09 -0.07 

Serbia 

Varvarin Velika 
Morava 

-0.938 -1.051 -1.529 -0.259 -0.068 

Bagrdan Velika 
Morava 

-0.728 -0.851 -1.003 -0.026 0.042 

Ljubi evski 
Most 

Velika 
Morava 

-0.494 -0.564 -0.668 -0.060 0.248 

Manasija Resava -0.015 -0.003 -0.028 -0.014 0.003 
Svilajnac Resava -0.010 -0.004 -0.012 -0.020 0.000 
Smed. 
Palanka 

Jasenica -0.009 -0.013 0.002 -0.008 
 

-0.005 

Statistical significance:  p  0.01 and p  0.05  
 
 
 

The comparative analyses of mean annual discharges between two 30-year 
periods displayed an insignificant decrease in 1991–2020 compared to the period 
1961 1990 at all analyzed hydrological stations in Bosnia and Herzegovina and 
Serbia (Table 2). Mean discharges also changed towards lower values in winter, 
spring, and summer in the period 1991–2020, while the highest decrease was 
observed in the summer and winter seasons. An insignificant increase in the 
period 1991–2020 compared to the period 1961–1990 was observed in the autumn 
season at Novi Grad, Prijedor, and Ljubi evski Most (Table 2). 

At the seasonal level, mainly decreasing trends were detected throughout the 
year in the period 1961–2020. The highest negative tendency was primarily 
observed in winter in the rivers of Bosnia and Herzegovina and in spring and 
winter in the rivers of Serbia. The exceptions are Prijedor and Svilajnac, with the 
highest negative trend in summer. A significant negative trend (p 0.01) is 
recorded on Prijedor (-0.38 m3/s/year) during the summer and at Vrbanja 
(- 0.21 m3/s/year) in winter; a moderate significant negative trend (p 0.05) is 
recorded at Vrbanja (-0.09 m3/s/year) in summer. Negative discharge trends in all 
seasons on Sana River in the period 1961–2014 are also confirmed by Gnjato 
(2018), while on Vrbas River, the most expressed ones were in winter and spring 
for the period 1961–2016 (Gnjato et al., 2019). On other stations, negative trends 
are low significant or not statistically significant. A positive trend, which is not 
statistically significant, is obtained on some rivers in Serbia in spring or autumn 
(Table 3).  

Applying the t-test, it was determined that the changes in discharges between 
two 30-year periods generally are not statistically significant. The moderate 
significance decrease (p 0.05) in discharge was determined at Prijedor 
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(- 12.8 m3/s) in the summer period (1991–2020), as well as at Varvarin (-28.8 m3/s) 
and Svilajnac (-0.65 m3/s) in the same period on annual level. 

 Climatic variables 

Mean seasonal and annual air temperatures and precipitation at the meteorological 
stations in selected river basins during the period 1961–2020 are presented in 
Table 4, while their seasonal and annual trend values are given in Table 5. It is 
calculated that the mean annual air temperatures are about 11°C at all stations.  
 
 

Table 4. Annual and seasonal mean temperatures (°C) at the selected meteorological 
stations in 1961–2020, 1991–2020, and 1961–1990 and differences between 1991–2020 
and 1961–1990  

 Period Year Winter Spring Summer Autumn 

Bosnia 
and Herzegovina 

Prijedor 
1961–2020 11.2 1.1 11.5 20.8 11.4 
1961–1990 10.7 0.5 11.0 20.0 11.1 
1991–2020 11.7 1.7 12.0 21.6 11.6 
difference 1 1.2 1.0 1.6 0.5 

Banja Luka 
1961–2020 11.3 1.5 11.5 20.7 11.4 
1961–1990 10.6 0.8 10.9 19.7 10.9 
1991–2020 12 2.2 12.1 21.8 11.9 
difference 1.4 1.4 1.2 2.1 1.0 

Serbia 

uprija 
1961–2020 11.3 1.1 11.5 20.8 11.5 
1961–1990 10.8 0.7 11.2 19.9 11.1 
1991–2020 11.7 1.5  11.8  21.6  11.8 
difference 0.9 0.8 0.6 1.7 0.7 

Kragujevac 
1961–2020 11.6 1.7 11.6 20.9 11.9 
1961–1990 11 1.3 11.2 19.9 11.5 
1991–2020 12.1 2.2 12.0 21.9 12.3 
difference 1.1 0.9 0.8 2.0 0.8 

Kraljevo 
1961–2020 11.5 1.4 11.7 20.9 11.8 
1961–1990 11.1 1.1 11.5 20.1 11.6 
1991–2020 11.9 1.8  12  21.7  12.1  
difference 0.8 0.7 0.5 1.6 0.5 

Rekovac 
1961–2020 10.8 0 11.0 20.0 11.0 
1961–1990 10.3 0.6 10.6 19.3 10.6 
1991–2020 11.3 1.4 11.4  20.8  11.4  
difference 1.0 0.8 0.8 1.5 0.8 

Smederevska Palanka 
1961–2020 11.6 1.5 11.7 21.1 11.7 
1961–1990 11.0 1.1 11.4 20.2 11.3 
1991–2020 12.1 2.0 12.1  22.0  12.1  
difference 1.1 0.9 0.7 1.8 0.8 

 Statistical significance:  p  0.01 and p  0.05 
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The comparative analyses of mean annual and seasonal air temperature 
between two 30-year periods showed a significant increase in the period 1991
2020 (Table 4), confirming the warming tendency. Mean air temperature has the 
lowest increase in Kraljevo (0.8 °C) and the highest one in Banja Luka (1.4 °C). 
The highest increase is obtained for mean summer temperatures at all stations and 
ranges from 1.5 °C in Rekovac to 2.1 °C in Banja Luka. This could be explained 
by the fact that Rekovac is a small settlement surrounded by forest, which causes 
a slight increase in temperature. The lowest increase in mean seasonal 
temperatures is obtained for autumn at most stations ranging from 0.5 °C (Prijedor 
and Kraljevo) to 1 °C (Banja Luka). The highest increase in mean annual and 
seasonal temperatures in Banja Luka could be explained by the fact that it is a 
town with a lot of urban surfaces, which contributes to an increase in air 
temperature and to the effect of an urban heat island, typical for cities 
(Milovanovi  et al., 2020).  

Obtained results calculated by the MK test have shown a significant increase 
in air temperature at all analyzed meteorological stations in the 1991–2020 period 
(Table 5). Very significant (p  0.001) air temperature increase was obtained on 
the annual level for all stations, from 0.03 °C/year in Kraljevo (Serbia) to 0.05 
ºC/year in Prijedor and Banja Luka (Bosna and Herzegovina). The highest air 
temperature increases were obtained for the summer period at all stations (0.04 to 
0.06 °C/year), while significant, moderate, and very significant increases were 
obtained in other seasons with the lowest rates in autumn (0.015 to 0.04 ºC/year). 
Seasonally, the highest temperature increase was determined at Banja Luka, 
Prijedor, and Kragujevac in summer. An increase in air temperature that is not 
statistically significant was obtained only at Kraljevo in spring and autumn. 
Obtained results are in line with the previous studies for the same stations in 
Serbia in the period 1961–2010 (Milanovi  Peši  and Milovanovi , 2016; 
Crnogorac and Rajcevic, 2019; Gnjato, 2018, 2021; Raj evi  and Mislicki-Tomi , 
2021). 
 
 

Table 5. Trends in annual and seasonal mean air temperature at the selected meteorological 
stations in 1961–2020 

 Station Year Winter Spring Summer Autumn 
Bosnia  

and 
Herzegovina 

Prijedor 0.05 0.04 0.04 0.06 0.02 
Banja Luka 0.05 0.05 0.04 0.06 0.04 

 
 

Serbia 

uprija 0.031 0.032 0.024 0.048 0.018 
Kragujevac 0.036 0.037 0.026 0.049 0.020 

Kraljevo 0.030 0.032 0.021 0.042 0.015 
Rekovac 0.034 0.032 0.028 0.044 0.018 
Smed. 

Palanka 
0.033 0.036 0.026 0.048 0.019 

Statistical significance:  p  0.001, p  0.01, and p  0.05  
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Mean annual precipitation (Table 6) ranges from 619.6 mm (Rekovac) to 
1036 mm (Banja Luka). The highest precipitation is recorded in the summer due 
to heavy rains in the summer months, especially in June; the mean summer 
precipitation ranges from 182.1 mm (Rekovac) to 278 mm (Banja Luka). 
 

Table 6. Annual and seasonal mean precipitation (p - mm) at the selected meteorological 
stations in 1961–2020, 1991–2020, and 1961–1990 and differences between 1991–2020 
and 1961–1990  

 Period Annual Winter Spring Summer Autumn 
 Prijedor 
 1961–2020 943 198 233 245 267 
 1961–1990 928 194 234 261 239 
 1991–2020 958 202 233 228 295 

Bosnia difference 30 8 -1 -33 56 
and Herzegovina Banja Luka 

 1961–2020 1036 227 267 278 264 
 1961–1990 1028 221 262 299 246 
 1991–2020 1043 234 271 257 282 
 difference 15 13 9 -42 36 
 uprija 
 1961–2020 667.0 150.4 181.5 186.4 148.7 
 1961–1990 648.3 144.0 175.5 191.4 137.4 
 1991–2020 685.7 156.7  187.6  181.4 160.0  
 difference 37.4 12.7 12.1 -10 22.6 
 Kragujevac 
 1961–2020 642.2 128.3 169.7 202.5 141.7 
 1961–1990 632.5 127.4 168.1 205.9 131.1 
 1991–2020 651.9  129.3 171.2  199.0 152.4 
 difference 19.4 1.9 3.1 -6.9 21.3 

Serbia Kraljevo 
 1961–2020 753.4 154.5 204.7 227.2 167.1 
 1961–1990 754.8 163.8 201.0 228.0 162.0 
 1991–2020 752.0 145.2 208.3 226.3 172.3 
 difference -2.8 -18.6 7.3 -1.7 10.3 
 Rekovac 
 1961–2020 619.6 136.7 163.6 182.1 137.3 
 1961–1990 654.1 142.1 173.4 199.3 139.4 
 1991–2020 605.3 135.8  159.2 170.5 139.8 
 difference -48.8 -6.3 -14.2 -28.8 0.4 
 Smederevska Palanka 
 1961–2020 652.0 136.8 166.8 198.8 149.6 
 1961–1990 635.0 133.5 166.3 196.4 138.7 
 1991–2020 669.1 140.0 167.3 201.2 160.5 
 difference 34.1 6.5 1.0 4.8 21.8 

Statistical significance:  p  0.01 and p  0.05 
 
 

A mild increase in the precipitation amount is recorded at the five stations in 
the period 1991–2020 compared with the period 1961–1990 (Table 6). The 
decline in mean precipitation amount is recorded in Rekovac (-48.8 mm) and 
Kraljevo (-2.8 mm) stations. According to obtained results presented in Table 7, 
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changes in seasonal precipitation amounts are negligible. In the period 1991–
2020, mean seasonal precipitation amounts increased at most stations 
compared with the period 1961–1990 during the winter, spring, and autumn. 
During the summer, the decline in precipitation amount is recorded at all 
stations except Smederevska Palanka. It could be explained by the intense 
precipitation on the Rudnik Mountain and the lower part of the Jasenica River 
basin at the beginning of July 1999. For example, on July 10, 1999, 
meteorological station Smederevska Palanka recorded 66.5 mm of 
precipitation, while the mean July precipitation in 1961–1990 amounted to 
58.7  mm (Milanovi  Peši , 2015). This caused floods that covered all left and 
some right tributaries of Velika Morava, and the Šumadija region suffered the 
most severe damage (Gavrilovi  et al., 2012). Results in the Vrbanja River basin 
show a negative mean annual precipitation trend with a decreasing tendency of -
4.33 mm per decade for the period 1961–2015 (Raj evi  and Mislicki-Tomi , 
2021). 

Opposite to air temperature, precipitation trends displayed negligible 
positive or negative tendencies on annual and seasonal levels. Observing the 
annual values, an increase in precipitation was obtained at five stations and a 
decrease at two stations. Statistically low significant increase in precipitation is 
obtained only in Smederevska Palanka (1.84 mm/year). During the spring and 
autumn seasons, negligible increase in precipitation is recorded at all stations 
except Rekovac. In winter, an increase is recorded in the precipitation at most 
stations, while in summer, an increase is recorded at three stations and a decline 
at four stations (Table 7). No one of those trends is statistically significant.   

 
 
 
Table 7. Trends in annual and seasonal mean precipitations at the selected meteorological 
stations in 1961–2020 

 Station Year Winter Spring Summer Autumn 
Bosnia  

and 
Herzegovina 

Prijedor 0.7 0.1 0.2 -1.1 1.3 
Banja Luka -1.2 0.03 0.2 -1.5 0.4 

 
 

Serbia 

uprija 1.68 0.48 0.61 -0.07 0.62 
Kragujevac 1.19 0.16 0.14 0.06 0.56 
Kraljevo 0.34 -0.52 0.40 0.32 0.18 
Rekovac -1.00 -0.23 -0.69 -0.81 -0.30 
Smed. 
Palanka 

1.84  0.27 0.39 0.37 0.64 

Statistical significance:  p  0.01 and p  0.05 
 
 
 
 

Comparison of differences between mean annual and seasonal precipitations 
in two observation periods using the t-test confirmed insignificant changes. Only 
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a significant (p 0.01) increase relative to the period 1961 1990 was observed at 
Prijedor in autumn. 

The obtained results indicate that in all analyzed rivers, there is a decrease in 
discharges on annual and seasonal levels (winter, spring, and summer). During 
autumn, a decrease is recorded at Novi Grad, Prijedor, Vrbanja, and Smederevska 
Palanka stations and an increase at Bagrdan, Ljubi evski Most, and Manasija 
stations (Table 3). However, these changes are mostly not statistically significant. 
At all stations, there is a significant increase in mean annual and summer 
temperatures, while statistically significant increases are obtained for other 
seasons. In the observed period, the annual precipitation increased at most stations, 
but it is not statistically significant. At the seasonal level, an increase in 
precipitation can be observed at all stations during autumn, at most during winter 
and spring. In contrast, a decrease in precipitation during summer is recorded at 
almost all stations. According to the results, the increase in annual and seasonal 
amounts of precipitation at certain stations did not cause an increase in discharges, 
so it seems that decreasing discharges are mainly the consequence of increasing 
air temperature (increasing evaporation), which is consistent with the results of 
other studies of the region.  

These findings are in line with the findings for other rivers in this region. 
Blöschl et al. (2019) reported that decreasing discharges in the Balkan Region 
mainly result from decreasing precipitation and increasing evaporation (due to 
higher temperatures). Dimki  and Despotovi  (2012) found an inversely 
proportional correlation between mean annual air temperatures and mean annual 
discharges on selected hydrological stations in Serbia. They indicate that the 
changes in air temperature are crucial for precipitation and discharge changes. 
Leš ešen et al. (2022) found a statistically insignificant decrease in discharges on 
the Sava River in the period 1928–2017, which was the consequence of 
insignificant decreasing precipitation and increasing temperatures. Gnjato et al. 
(2019) concluded that discharge in rivers of Bosnia and Herzegovina displayed a 
negative tendency in all seasons, but these changes were weak and statistically 
insignificant. The discharges showed a significant positive correlation with 
precipitation (especially in summer) and a primarily significant and negative 
connection with air temperature. Marti  Bursa  et al. (2022) indicated that 
although precipitation plays a dominant role in year-to-year discharge variability, 
the effect of air temperature on total annual discharge may become more critical 
during multiyear droughts. In addition, Marti  Bursa  et al. (2022) found a 
statistically significant decrease trend in discharges on the Toplica River in the 
period 1975–1994. In the same period, total precipitation in the river basin 
increases significantly, so the cause of this decline is a significant increase in air 
temperature, especially during the summer, that led to an increase in evaporation. 
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 Conclusion 

This study aimed to present annual and seasonal trends of the hydroclimatic 
elements (discharge, air temperature, and precipitation) in the lower parts of the 
Una, Sana, and Vrbanja River basins in Bosnia and Herzegovina and Velika 
Morava, Jasenica, and Resava River basins in Serbia for the period 1961–2020. 
In order to show possible changes in these trends, the period 1961–2020 is divided 
into two parts, 1961–1990 and 1991–2020, which are compared.  

The following results have been obtained: 
The highest discharges were recorded in spring at all stations. In contrast, the 

lowest ones were recorded in summer at the stations in Bosnia and Herzegovina 
and some stations in Serbia and in autumn at other ones in Serbia. With no 
statistical significance, a decline in mean annual discharges is recorded on all 
rivers. At the seasonal level, the highest negative tendency is recorded in winter 
in rivers in Bosnia and Herzegovina and in summer in rivers in Serbia. However, 
comparing two 30-year periods, as well as the entire period, these changes are not 
statistically significant. 

The highest precipitation is recorded during the summer season as a 
consequence of heavy rains in the summer months at all stations. Precipitation 
trends displayed negligible positive or negative tendencies on annual and seasonal 
levels, with no statistical significance, which is in line with the discharge trends. 

Significant increase in air temperature at annual and seasonal levels is 
recorded at all stations in the period 1991–2020, compared with the period 1961–
1990. The highest increase is recorded during the summer season at all stations. 
The station with the most significant increase in air temperature, both on annual 
and seasonal levels, is Banja Luka, which could be explained by the presence of 
large urban surfaces in this town.  

The obtained results showed increasing trends in air temperature 
throughout the year, whereas precipitation displayed mainly insignificant trends. 
In line with the observed climatic trends, discharges showed negative trends that 
were mainly insignificant. 

The exact impacts of climate change on the water cycle are hard to predict. 
However, based on the results of this study, it can be concluded that the decrease 
in discharges on the analyzed rivers (although not statistically significant) is 
caused mainly by a significant increase in air temperature both at annual and 
seasonal levels. Increasing air temperature and precipitation variability can lead 
to water deficiency (especially in small river basins) and cause negative natural 
and economic implications. 

This study represents an attempt to provide detailed hydroclimatic analysis 
for selected river basins in Bosnia and Herzegovina and Serbia as a base for future 
research. The obtained results confirm that climatic variable changes affect the 
discharge regimes over the study area. In addition, the link between trends in air 
temperature, precipitation, and discharges is very important in the further 
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assessment of the water resources quantity. Despite the small number of 
hydrological and meteorological stations in these river basins, which is partly a 
limitation of this study, the obtained values and the observed changes can be 
helpful to decision-makers in the development of more efficient water 
management. We consider that the continuation of the research should be directed 
toward expanding the research on other rivers with the natural regimes in this 
region to contribute a complete picture of discharge, precipitation, and air 
temperature trends. 
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Abstract— Recent years have seen a marked increase in the number of disasters caused 
by the effects of global climate change. In response, a range of studies have been conducted 
in Türkiye and worldwide with the aim of reducing the impact of climate change.The 
classification of regions affected by climate change into similar classes in terms of climate 
parameters is crucial for the application of consistent methods in studies conducted in these 
regions. Consequently, the formulation of effective strategies to mitigate the repercussions 
of climate change in these regions is contingent upon the accurate determination of the 
aforementioned strategy.The observation records evaluated within the scope of the study 
were obtained from 31 stations of the Turkish State Meteorological Service in the Black 
Sea Region, encompassing the period between 1982 and 2020, encompassing precipitation, 
temperature, and wind speed records.. The maximum number of clusters was determined 
as 5, the cluster analysis study was carried out by using fuzzy c-means and k-means 
methods for 2, 3, 4, and 5 cluster numbers according to these three data together form a 
matrix. The determination of the optimum cluster numbers was carried out by silhouette 
index analysis. For the data matrix where precipitation, temperature, and wind speed were 
evaluated together, the most appropriate classification was obtained by the k-means method 
by choosing the number of clusters as 4. 
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1. Introduction 

Climate, defined as the extreme values of various meteorological parameters 
such as precipitation, temperature, and wind, is the collective state of the 
atmosphere for a specific location and time period (Demircan et al., 2017).It was 
widely accepted that there was no change in the long-term averages of the 
parameters of this collective structure until the mid-1950s. However, as the 20th 
century progressed, the rapid advancements in industry led to unplanned 
consumption of natural resources, escalating environmental pollution levels 
relative to the population, and substantial increases in greenhouse gas emissions 
into the atmosphere.Consequently, the increasing presence of greenhouse gases, 
which are capable of trapping heat in the atmosphere, has initiated a series of 
alterations in climate parameters over time. These alterations in climate 
parameters are designated as global climate change (Türke , 2010; Özkoca, 
2015).The phenomenon of climate change, in its global manifestation, has been 
demonstrated to manifest locally in the form of various disasters, including but 
not limited to floods, droughts, and storms. The escalating impact of global 
climate change, a subject that has been extensively documented in numerous 
articles in recent years, has been shown to exert a detrimental effect on human life 
in economic and social spheres.In this regard, studies undertaken to comprehend 
climate change and to devise measures in this context are also assuming 
increasing significance. The classification of regions exhibiting analogous 
climatic characteristics is believed to facilitate various studies, including those 
focused on combating climate change, safeguarding water resources, and 
strategising land use.  Cluster analysis is a methodology that has been used in 
climatology research for at least 30 years (Kalkstein et al., 1987; Fovell and Fovell 
1993). Erinç (1949) classified precipitation and temperature data obtained from 
53 meteorological stations in Türkiye for 4 different climate zones using the 
Thornthwaite method. With this study, the regional and detailed classification of 
Türkiye's geography with sufficient data was carried out for the first time. Türke  
(1996) classified the precipitation data of Türkiye with the help of the 
normalization procedure method proposed by Kraus in 1977. In the study, in 
which the aspirations of the 1930-1993 period were used, 7 different regions were 
determined. Kulkarni and Kripalani (1998), using the fuzzy c-means method, 
determined the similar classes of Indian precipitation data. Using the precipitation 
data for the 1871–1984 period, 306 meteorological stations were divided into 4 
different clusters. Unal et al. (2003) determined the similar classes of temperature 
and precipitation data covering the period 1951–1998 in Türkiye with 5 different 
clustering methods. In the study where the single linkage, complete linkage, 
centroid, Ward’s minimum variance, and average distance methods were used, it 
was stated that the most effective method was the Ward's method. Soltani and 
Modarres (2006) divided the precipitation data of 28 stations in Iran into similar 
classes with the help of hierarchical and non-hierarchical clustering methods. In 
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the study in which 8 different classes were determined, the Ward's method and 
the k-means algorithm were used. Sönmez and Kömü cü (2008) used the k-means 
algorithm in their study in which they determined the precipitation regions of 
Türkiye. In the study, in which monthly total precipitation series covering the 
years 1977–2006 obtained from 148 stations were used, 6 different precipitation 
regions were determined. ahin (2009) used monthly average temperature, 
monthly relative humidity, and monthly total precipitation data obtained from 150 
stations to determine similar climate classes in Türkiye. Using the Ward’s method, 
the Kohonen artificial neural network, and the fuzzy artificial neural network, 7 
different regions were determined. Dikbas et al. (2012) determined 6 different 
precipitation regions by using the 1967-1998 records of 188 stations in Türkiye 
using the fuzzy c-means method. ahin and C zo lu (2012) determined the sub-
climate and sub-precipitation regime classes of Türkiye by using the Ward’s 
method and the fuzzy artificial neural network. Using the precipitation, 
temperature, and humidity data of 232 stations in the 1974–2002 period, 7 
precipitation regime regions and 7 climate regions were determined. Firat et al. 
(2012) determined 7 different regions with similar characteristics by using the k-
means method of the classes of annual total precipitation, which was measured at 
188 precipitation observation stations in Türkiye covering the period of 1967–
1998. In the study of yigün et al. (2013), a clustering analysis study was carried 
out with precipitation, temperature, and relative humidity data using the Ward’s 
method. It was obtained from 244 stations in Türkiye and its period covered the 
years 1970–2010. As a result of the study, 14 different clusters were identified. 
Rau et al. (2017) divided the precipitation data of the Peruvian Pacific slope and 
coast into regions with similar characteristics. Using the regional vector method 
and the k-means algorithm, 9 different precipitation regions were determined. 
Zeybeko lu and Ülke Keskin (2020) realized clustering analysis by adding the 
latitudes, longitudes, and elevations of the stations to the precipitation intensity 
series using the fuzzy c-means algorithm. It has been determined that 95 
meteorological observation stations in Türkiye form 5 different clusters.  

A plethora of studies have been conducted on the determination of climate 
classes in the literature. A close examination of these studies reveals that they 
predominantly emphasise precipitation and temperature data as climate 
parameters.Furthermore, the utilisation of silhouette index analysis for the 
evaluation of clusters determined by using fuzzy c-means and k-means methods 
is not a prevalent practice in climate studies, to the best of the authors' knowledge 
(K r, 2021). The Black Sea Region, selected as the study area, has been 
experiencing the impacts of global climate change, manifesting in the form of 
disasters such as floods, droughts, and severe storms.The objective of this study 
is to identify similar clusters in the wind speed series of the Black Sea Region by 
employing various clustering algorithms.The analyses conducted for different 
cluster numbers using the fuzzy c-means and k-means methods were used to 
determine the most suitable cluster number by means of the silhouette index 
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analysis. This analysis, conducted using a matrix encompassing wind speed 
parameters alongside precipitation and temperature metrics, represents a 
pioneering endeavour within the context of the Black Sea Region, particularly 
within the context of Türkiye. 

2. Materials and methods 

2.1. Materials 

The present study utilised observations of annual precipitation, annual 
temperature, and annual wind speed, which were recorded over a period of 39 
years (1982–2020) at 31 observation stations operated by the Turkish State 
Meteorological Service in the Black Sea Region of Türkiye. In order to ensure 
sufficient statistical validity, it was imperative to consider a minimum record 
length of 30 years (Kite, 1991).The observation stations utilised in this study are 
situated in 17 distinct provinces across the Black Sea Region. Eleven of the 
stations are located in the western Black Sea region, including Duzce, Akçakoca, 
Bolu, Zonguldak, Bart n, Amasra, Kastamonu, nebolu, Bozkurt, Tosya, Sinop. 
The remaining ten stations are situated in the central Black Sea region, Samsun, 
Bafra, Çorum, Osmanc k, Amasya, Merzifon, Tokat, Zile, Ordu and Ünye. The 
final ten stations are located in the eastern Black Sea Region, including Giresun, 

ebinkarahisar, Trabzon, Akçaabat, Gümü hane, Bayburt, Rize, Pazar, Artvin 
and Hopa. Comprehensive details concerning the stations are delineated in Table 
1, while the geographical distribution of the stations is exhibited in Fig. 1. 
 

 

 
Fig. 1. Geographical distribution of meteorological stations 
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Table 1. List of meteorological stations and geographical details 

Station Name Station 
No 

Latitude 
(N) 

Longitude 
(E) 

Elevation 
(m) Period 

Düzce 17072 40°50'37.3" 31°08'55.7" 146 1982-2020 
Akçakoca 17015 41°05'22.2" 31°08'14.6" 10 1982-2020 
Bolu 17070 40°43'58.4" 31°36'07.9" 743 1982-2020 
Zonguldak 17022 41°26'57.3" 31°46'40.5" 135 1982-2020 
Bart n 17020 41°37'29.3" 32°21'24.8" 33 1982-2020 
Amasra 17602 41°45'09.4" 32°22'57.7" 73 1982-2020 
Kastamonu 17074 41°22'15.6" 33°46'32.2" 800 1982-2020 
nebolu 17024 41°58'44.0" 33°45'49.0" 64 1982-2020 

Kastamonu/Bozkurt 17606 41°57'34.9" 34°00'13.3" 167 1982-2020 
Tosya 17650 41°00'47.5" 34°02'12.1" 870 1982-2020 
Çorum 17084 40°32'46.0" 34°56'10.3" 776 1982-2020 
Osmanc k 17652 40°58'43.3" 34°48'04.0" 419 1982-2020 
Sinop 17026 42°01'47.6" 35°09'16.2" 32 1982-2020 
Amasya 17085 40°40'00.5" 35°50'07.1" 409 1982-2020 
Merzifon 17083 40°52'45.5" 35°27'30.6" 754 1982-2020 
Samsun Bölge 17030 41°20'39.0" 36°15'23.0" 4 1982-2020 
Bafra 17622 41°33'05.4" 35°55'28.9" 103 1982-2020 
Tokat 17086 40°19'52.3" 36°33'27.7" 611 1982-2020 
Zile 17681 40°17'45.6" 35°53'25.8" 719 1982-2020 
Ordu 17033 40°59'01.7" 37°53'08.9" 5 1982-2020 
Ünye 17624 41°08'34.8" 37°17'34.8" 16 1982-2020 
Giresun 17034 40°55'21.7" 38°23'16.1" 38 1982-2020 

ebinkarahisar 17682 40°17'13.9" 38°25'09.5" 1364 1982-2020 
Gümü hane 17088 40°27'35.3" 39°27'55.1" 1216 1982-2020 
Trabzon Bölge 17037 40°59'54.6" 39°45'53.6" 25 1982-2020 
Akçaabat 17626 41°01'57.0" 39°33'41.4" 3 1982-2020 
Bayburt 17089 40°15'16.9" 40°13'14.5" 1584 1982-2020 
Rize 17040 41°02'24.0" 40°30'04.7" 3 1982-2020 
Rize/Pazar 17628 41°10'39.7" 40°53'57.5" 78 1982-2020 
Artvin 17045 41°10'30.7" 41°49'07.3" 613 1982-2020 
Hopa 17042 41°24'23.4" 41°25'58.8" 33 1982-2020 

 
 
 

2.2. k-means algorithm 

K-means, one of the oldest clustering algorithms, was developed in 1967 by 
MacQueen (MacQueen, 1967). The assignment mechanism of k-means, one of 
the most widely used unsupervised learning methods, allows each data to belong 
to only one cluster. Therefore, it is a sharp clustering algorithm. It is a method 
based on the main idea that the central point represents the cluster (Han and 
Kamber, 2006). It tends to find globular clusters of equal size (Is k and Camurcu, 
2007). 

The sum of squared errors criterion (SSE) is most commonly used in the 
evaluation of the k-means clustering method. The clustering result with the lowest 
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SSE value gives the best results. The sum of the squares of the distances of the 
objects from the center points of the cluster they are located in is calculated with 
the following formula (Pang-Ning et al., 2006; Is k and Camurcu, 2007): 

 
 = , .  (1) 
 
As a result of this criterion, it is aimed to result in k clusters as dense and 

separate from each other as possible. The algorithm tries to identify k pieces that 
will reduce the quadrature-error function. The k-means algorithm divides the data 
set consisting of n data into k clusters with the k parameter given to the algorithm 
by the user. Cluster similarity is measured by the mean value of the objects in the 
cluster, which is the center of gravity of the cluster (Xu and Wunsch, 2005; Is k 
and Camurcu, 2007). 

2.3. Fuzzy c-means (FCM) algorithm 

Fuzzy c-means (FCM) algorithm is the best known and widely used method 
among fuzzy division clustering techniques. The fuzzy c-means algorithm was 
introduced by Dunn (1974) and developed by Bezdek (1981) (Höppner et al., 
2000). The fuzzy c-means algorithm is also an objective function-based method. 
The FCM allows objects to belong to two or more clusters. According to the fuzzy 
logic principle, each data belongs to each of the clusters with a membership value 
varying between [0,1]. The sum of the membership values of a data to all classes 
must be “1”. Whichever cluster center the object is close to, the membership of 
that cluster will be larger than the membership of other clusters. The clustering 
process is completed when the objective function converges to the determined 
minimum progress value (Is k and Camurcu, 2007). 

The algorithm works to minimize the following objective function, which is 
a generalization of the least squares method (Höppner et al., 2000; Is k and 
Camurcu, 2007): 

 
 = ; 1 <  .  (2) 

 
The algorithm is started by randomly assigning the U membership matrix. In 

the second step, the center vectors are calculated. The centers are calculated with 
the following formula(Höppner et al., 2000; Is k and Camurcu, 2007): 

 

 =  .  (3) 

 
According to the calculated cluster centers, the U matrix is recalculated using 

the following formula:  
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 =  .  (4) 

 
The old U matrix and the new U matrix are compared, and the process 

continues until the difference is less than  (Moertini, 2002; Is k and Camurcu, 
2007). As a result of the clustering operation, the U membership matrix containing 
fuzzy values reflects the result of the clustering. If desired, these values can be 
rounded to 0 and 1 by clarification (Is k and Camurcu, 2007). 

2.4. Silhouette index analysis 

In this method developed by Rousseeuw (1987), the suitability of each element in 
the data set to the cluster to which it is assigned is defined by the silhouette index 
value obtained between [-1, +1]. A positive silhouette index value indicates that 
the element is assigned to the correct cluster, and a negative value indicates that 
the element is assigned to the wrong cluster. The amount of the silhouette index 
value indicates the degree of membership in the cluster to which the element is 
assigned. The silhouette index value is calculated by the following formula 
(Günay Atba , 2008; Sönmez and Kömü cü 2008): 
 
 = ,, ,  ,  (5) 
 
where a(i) is the average distance between point i and all other points in the same 
cluster, b(i,m) represents the average distance between the ith point and all the 
points in the mth cluster. 

3. Results and discussion 

In this study, the k-means and FCM methods were employed to ascertain clusters 
exhibiting analogous characteristics. This was achieved by utilising a matrix 
comprising annual total precipitation, annual average temperature, and annual 
average wind speed observations, encompassing the period between 1982 and 
2020, for a total of 31 stations.The analyses were conducted within the MATLAB 
R2016a software framework. The number of clusters was determined to be five, 
ensuring that the total number of clusters was less than the square root of the 
number of stations  (Pal and Bezdek, 1995; Zhang et al., 2008; Karahan, 2011, 
2019). Since precipitation, temperature, and wind speed are variables with 
different scales, these data were standardized before classification (Ünal et al., 
2003; Lin and Chen, 2006; Cannarozzo et al., 2009; Lim and Voeller, 2009; 
Dikbas et al., 2012; Firat et al., 2012) as follows: 
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 =  ,  (6) 
 
where  denotes the value to be standardized,  is the mean of data,  denotes the 
standard deviation, and  is the standardized hydrometeorological data. 

The classification results obtained when the number of clusters was 2 using 
the k-means method of the series consisting of precipitation, temperature, and 
wind speed variables are shown in Fig.2. When the results are examined, cluster 
A consists of 16 stations located in the western, central, and eastern Black Sea 
coastal areas. Cluster B consists of 15 stations located in the western, central, and 
eastern Black Sea Regions. The maximum, minimum, and mean values of 
precipitation, temperature, and wind speed of the determined clusters are 
presented in Table 2. 

 
 

 
Fig. 2. Geographical distribution of stations for k-means 

 
 
 

Table 2. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 2 clusters solution for k-means 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed (m s-1) 

Min. Max. Mean Std. 
Dev. Min. Max. Mean Std. 

Dev. Min. Max. Mean Std. 
Dev. 

A 716.5 2329.7 1225.8 540.3 13.2 15.0 14.2 0.6 1.2 4.8 2.2 0.9 
B 423.4 1051.1 555.2 177.1 7.2 13.6 11.4 1.8 0.5 2.2 1.4 0.5 
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The classification results obtained when the number of clusters is selected as 

3 using the k-means method is shown in Fig.2. When the results are examined, it 
is seen that cluster C is separated as a subset of cluster A in the previous 
distribution. Here, clusters A and B consist of 14 stations located in the western, 
central, and eastern Black Sea Regions. Cluster C consists of 3 stations located in 
the eastern Black Sea coast. The maximum, minimum, and mean values of the 
observations in the determined clusters are presented in Table 3. 

 
 
 

Table 3. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 3 clusters solution for k-means 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed (m s-1) 

Min. Max. Mean Std.  
Dev. Min. Max. Mean Std.  

Dev. Min. Max. Mean Std.  
Dev. 

A 444.3 1308.1 952.7 253.1 12.6 15.0 14.1 0.7 1.2 4.8 2.3 0.9 
B 423.4 1051.1 563.2 181.0 7.2 13.6 11.3 1.9 0.5 1.9 1.3 0.4 
C 2105.4 2329.7 2239.8 118.6 13.8 14.8 14.4 0.5 1.2 2.3 1.8 0.6 
 

 
The classification results obtained when the number of clusters is selected as 

4 using the k-means method is shown in Fig. 2. When the results are examined, it 
is seen that cluster D is separated as a subset of cluster A in the previous 
distribution. In addition, it is seen that cluster C maintains its integrity in the 
previous distribution. Thus, cluster A consists of 17 stations located in the 
western, central, and eastern Black Sea Regions. Cluster B consists of 9 stations 
located in the inner parts of the western, central, and eastern Black Sea Regions. 
Clusters C and D, on the other hand, consist of 2 and 3 stations located in the 
western and eastern Black Sea coastal areas, respectively. The maximum, 
minimum, and average values of the observations in the determined clusters are 
presented in Table 4. 
 

Table 4. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 4 clusters solution for k-means 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed (m s-1) 

Min. Max. Mean Std. 
Dev. Min. Max. Mean Std.  

Dev. Min. Max. Mean Std.  
Dev. 

A 423.4 1308.1 869.5 285.3 12.2 15.0 13.9 0.8 1.0 2.8 1.8 0.5 
B 444.4 568.6 489.4 49.1 7.2 11.9 10.3 1.4 0.5 1.9 1.3 0.5 
C 2105.4 2329.7 2239.8 118.6 13.8 14.8 14.4 0.5 1.2 2.3 1.8 0.6 
D 981.6 1053.8 1017.7 51.0 13.5 14.0 13.7 0.3 3.6 4.8 4.2 0.9 
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The classification results obtained when the number of clusters is selected as 
5 using the k-means method is shown in Fig.2. When the results are examined, it 
is seen that cluster E is separated as a subset of cluster C in the previous 
distribution. Thus, cluster A consists of 17 stations located in the western, central, 
and eastern Black Sea Regions. Cluster B consists of 9 stations located in the inner 
parts of the western, central, and eastern Black Sea Regions. Clusters C and E 
consist of 2 and 1 stations, respectively, located in the Eastern Black Sea coast. 
Cluster D consist of 2 stations located in the western Black Sea coast. The 
maximum, minimum, and mean values of the observations in the determined 
clusters are presented in Table 5. 

 
 
 

Table 5. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 5 clusters solution for k-means 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed (m s-1) 

Min. Max. Mean Std.  
Dev. Min. Max. Mean Std.  

Dev. Min. Max. Mean Std.  
Dev. 

A 423.4 1308.1 869.5 285.3 12.2 15.0 13.9 0.8 1.0 2.8 1.8 0.5 
B 444.4 568.6 489.4 49.1 7.2 11.9 10.3 1.4 0.5 1.9 1.3 0.5 
C 2105.4 2329.7 2217.6 158.6 13.8 14.8 14.3 0.7 1.8 2.3 2.1 0.3 
D 981.6 1053.8 1017.7 51.0 13.5 14.0 13.7 0.3 3.6 4.8 4.2 0.9 
E 2284.4 2284.4 2284.4 - 14.7 14.7 14.7 - 1.2 1.2 1.2 - 
 

 
 
 

The classification results obtained when the number of clusters is selected as 
2 using the FCM is shown in Fig.3. When the results are examined, cluster A 
consists of 17 stations located in the western, central, and eastern Black Sea coastal 
areas. Cluster B consists of 14 stations located in the inner parts of the western, 
central, and eastern Black Sea Regions. The maximum, minimum, and mean values 
of the observations in the determined clusters are presented in Table 6. 
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Fig. 3. Geographical distribution of stations for FCM 

 
 
 
 

 
Table 6. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 2 clusters solution for FCM 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed (m s-1) 

Min. Max. Mean Std. 
Dev. Min. Max. Mean Std. 

Dev. Min. Max. Mean Std. 
Dev. 

A 716.5 2329.7 1215.5 524.9 12.9 15.0 14.2 0.7 1.2 4.8 2.2 0.9 
B 423.4 818.4 519.8 116.2 7.2 13.6 11.3 1.8 0.5 2.2 1.4 0.5 
 
 
 
 
 

The classification results obtained when the number of clusters 3 is selected 
using the FCM is shown in Fig.3. When the results are examined, it is seen that 
cluster C is separated as a subset of cluster A in the previous distribution. Thus, 
cluster A consists of 18 stations located in the western, central, and eastern Black 
Sea Regions. Cluster B consists of 10 stations located in the inner parts of the 
western, central, and eastern Black Sea Regions. Cluster C consists of 3 stations 
located in the eastern Black Sea coast. The maximum, minimum, and mean values 
of the observations in the determined clusters are presented in Table 7. 
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Table 7. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 3 clusters solution for FCM 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed(m s-1) 

Min. Max. Mean Std. 
Dev. Min. Max. Mean Std. 

Dev. Min. Max. Mean Std. 
Dev. 

A 423.4 1308.1 894.2 278.3 12.6 15.0 13.9 0.7 1.0 4.8 2.1 0.9 
B 444.4 721.4 512.6 86.8 7.2 12.2 10.5 1.5 0.5 1.9 1.4 0.5 
C 2105.4 2329.7 2239.8 2239.8 13.8 14.8 14.4 14.4 1.2 2.3 1.8 1.8 
 

 
 

The classification results obtained when the number of clusters is selected as 
4 using the FCM is shown in Fig.3. When the results are examined, it is seen that 
Rize, Pazar, and Hopa stations maintain their integrity. It is seen that cluster B is 
separated as a subset of cluster A in the previous distribution. Thus, clusters A and 
D consist of 10 and 9 stations, respectively, located in the western, central, and 
eastern Black Sea Regions. Cluster B consists of 9 stations located in the inner parts 
of the western, central and eastern Black Sea Regions. Cluster C consists of 3 
stations located in the eastern Black Sea coast. The maximum, minimum, and mean 
values of the observations in the determined clusters are presented in Table 8. 
 
 
 

Table 8. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 4 clusters solution for FCM 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed (m s-1) 

Min. Max. Mean Std.  
Dev. Min. Max. Mean Std.  

Dev. Min. Max. Mean Std.  
Dev. 

A 423.4 1308.1 888.1 304.2 12.2 14.8 13.8 0.9 1.0 1.9 1.5 0.3 
B 444.4 568.6 489.4 49.1 7.2 11.9 10.3 1.4 0.5 1.9 1.3 0.5 
C 2105.4 2329.7 2239.8 118.6 13.8 14.8 14.4 0.5 1.2 2.3 1.8 0.6 
D 444.3 1226.7 881.8 252.9 12.6 15.0 13.9 0.7 2.1 4.8 2.7 0.9 
 

 
 

The classification results obtained when the number of clusters is selected as 
5 using the FCM is shown in Fig.3. When the results are examined, it is seen that 
only cluster C preserves its integrity. Here, clusters A and D consist of 11 and 8 
stations located in the western, central, and eastern Black Sea coastal areas, 
respectively. Cluster B consists of 7 stations located in the inner parts of the 
western, central, and eastern Black Sea Regions. Cluster C consists of 3 stations 
located in the Eastern Black Sea coast. Cluster E consists of 2 stations located in 
the western Black Sea Region. The maximum, minimum, and mean values of the 
observations in the determined clusters are presented in Table 9. 
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Table 9. Minimum, maximum, and mean values, and standard deviations for 
meteorological records from 5 clusters solution for FCM 

Cluster 
Precipitation (mm) Temperature (oC) Wind speed (m s-1) 

Min. Max. Mean Std.  
Dev. Min. Max. Mean Std.  

Dev. Min. Max. Mean Std. 
Dev. 

A 716.5 1308.1 987.1 234.5 13.2 15.0 14.3 0.6 1.2 2.8 2.0 0.5 
B 450.2 568.6 502.2 48.5 7.2 11.4 9.8 1.4 0.9 1.9 1.5 0.3 
C 2105.4 2329.7 2239.8 118.6 13.8 14.8 14.4 0.5 1.2 2.3 1.8 0.6 
D 423.4 1051.1 601.6 235.4 11.6 13.6 12.7 0.8 0.5 2.2 1.3 0.5 
E 981.6 1053.8 1017.7 51.0 13.5 14.0 13.7 0.3 3.6 4.8 4.2 0.9 
 

 
 
 

 
Silhouette index values of stations in clusters for each number of clusters are 

presented in Figs. 4 and 5 for k-means and FCM, respectively. Average silhouette 
index values and negative silhouette index numbers for each cluster determined 
by k-means and FCM from the clusters 2 to 5 are presented in Tables10 and 11, 
respectively. 
 
 

 
Fig. 4. Silhouette index analysis results of clusters for k-means 
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Fig. 5. Silhouette index analysis results of clusters for FCM  

 
 
 
 
 

Table 10. Silhouette index analysis results for k-means 

Cluster number 2 3 4  5 
Mean silhouette index value 0.518 0.539 0.641 0.608 
Number of negative silhouette indexes - 2 - - 

 
 

Table 11. Silhouette index analysis results for FCM 

Cluster number 2 3 4  5 
Mean silhouette index value 0.510 0.535 0.464 0.542 
Number of negative silhouette indexes 1 2 6 - 

 
 
 
 

As a result of the silhouette analysis (Figs. 4 and 5, Tables 10 and 11) among 
the clusters determined using k-means and FCM, it was determined that the most 
suitable clusters were 4 clusters formed by the k-means method. 
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As a result of the analysis, the Black Sea Region stations were determined 
as 4 similar clusters in terms of precipitation, temperature, and wind speed 
characteristics. When compared with the studies covering the Black Sea Region 
(Turkes, 1996; Unal et al., 2003; Iyigun et al., 2013; Ozturk et al., 2017; 
Zeybekoglu and Ulke Keskin, 2020), the methods used in the clustering analysis 
of the different clusters resulted in hydrometeorological parameters, different 
observation periods, sea effect, and the parallelism of the mountains to the coast, 
mountainous and rugged. It is thought to be caused by regional geographical 
features. 

4. Conclusion 

• In this study, the Black Sea Region of Türkiye was selected as the subject of 
analysis. The precipitation, temperature, and wind speed parameters of 
meteorological observation stations in this region were analysed to 
determine clusters with similar characteristics. The K-means and fuzzy c-
means algorithms were utilised to identify the clusters. Cluster analysis was 
conducted for four different cluster numbers, ranging from two to five, and 
the optimal number of clusters was determined through the implementation 
of the silhouette index analysis. The findings of this study, incorporating 
both cluster analysis and silhouette index analysis, indicate that the most 
appropriate classification result is achieved through the delineation of four 
clusters employing the k-means method.While the outcomes derived from 
the k-means and FCM methods appear to be analogous, it is evident that the 
k-means method yields more favourable results.The subsequent phase of this 
study will entail:It is recommended to determine climate classes with 
different and new combinations that are not used much in the literature, by 
including hydro-meteorological parameters such as flow, humidity, and 
evaporation, as well as precipitation, temperature, and wind speed 
parameters. 

• Apart from non-hierarchical clustering algorithms, clustering analyses 
containing different hierarchical clustering algorithms such as Ward's 
method should be performed in the literature, and comparative studies should 
be conducted. 

• The cluster analysis study should also be applied to other regions in Türkiye's 
geography. 
In the modern understanding of disaster management (Gunduz, 2022; Usta, 

2023), activities should be carried out to identify risks and hazards to take all 
necessary precautions, to take responsibility for disasters, and to raise awareness 
of all individuals who make up the society, in order to reduce or prevent the 
damages of disasters. 
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